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ABSTRACT

Contrary to end-users, security is a primary tasklose charged
with the security of system or network. Despite ifmportance of
the task, little is known about how to effectivelgsign interfaces
for security management systems. Usability probléemshese
systems can lead to security vulnerabilities bezaasninistrators
may miss an attack altogether or misdiagnose it. ek&mined
four different design approaches in order to dewig@eliminary
set of design guidelines for security managemestegys.

Categories and Subject Descriptors

H.5.2 [Interfaces and Representation]: User Interfaces -
Graphical user interfaceK.6.5 [Computing Milieux]: Security
and Protection.

General Terms
Design, Security, Human Factors.

Keywords
Usable security, security management, user interfatesign
principles.

1. INTRODUCTION

The field of usable security has primarily focusau designing
user interfaces for end-users. These users htleekhowledge
about computer security and their focus is not ompeting

security tasks. In contrast, security professionats system
administrators have much more domain and systewifspe
knowledge. Maintaining the security of the systenithin their

care is a main priority. Since these are typicalyvanced
computer users, little effort is spent on the desa usable
interfaces for this group. Interactions usually siet of writing

rules in a given scripting or programming languagédting

through very large amounts of textual output, oterpreting

information that requires in-depth domain knowled§eomputer
security, systems, and networks. Designers contlegmselves
with measures such as false positive rates, aclatgivig that the
user can only be expected to sift through and res$po a certain

To appear in the Workshop on Usable IT Security Mmment
(USM’07), held in conjunction with the Symposium bisable Privacy
and Security (SOUPS 2007) in July 2007.

Version: April 22, 2007.

Robert Biddle
Human Oriented Technology Lab
Carleton University

robert_biddle@carleton.ca

Anil Somayaji
School of Computer Science
Carleton University

soma@scs.carleton.ca

amount of data, but this usually does not transiate further
work on how to best design the user interface.

The area of computer security poses a unique sgtalfienges for
interface design because attackers will be tryimg avoid
detection. There is no predefined notion of exactat
information the interface should be conveying owtio present it
in the most meaningful way since each new attack ladk

somewhat different and require a different approachketect it.
The challenge becomes how to provide enough dstaithat
attacks can be detected without overwhelming adsmators with
information.

Designing usable interfaces is a matter of secwiitge humans
are more likely to make mistakes in cases wherngnhest process
and interpret multiple alarms, indicators, and og8wmurces of data
[11]. The current interfaces rely on the admiwitstr to know

what to look for, how to find it, and how to asdime all of the

clues in order to detect and analyze a potentiakclt When

interfaces are too cumbersome, present too littlenisleading

information, or overwhelm the administrator withotanuch

information, then security will suffer.

This paper provides a first attempt at defining ed of user

interface design guidelines and approaches for riggcu
management systems. While these will need to behdur
evaluated through user testing before they can doepted as
valid with any certainty, this initial exploratiorepresents an
important first step forming guidelines for usabsecurity

management systems. It may also prove useful irgesiing

additional guidelines for general usable securitgrifaces.

Section 2 provides an overview of existing integféor security
management systems. Relevant design approachesstar
interfaces are described in Section 3, while theppsed design
guidelines for security management systems areepted in
Section 4. Section 5 offers concluding remarks.

2. BACKGROUND

In practice, interfaces specifically for securityomitoring are
often not even available. Instead, administratoustme-purpose
existing network or system monitoring tools in attempt to

detect and diagnose security problems. These momgtsystems
are not especially usable even for their intendeb@se, much
less for security analysis. For example, IBM’s Tiy&4] network

monitoring system is designed for monitoring parfance and
usage of enterprise networks. It has a graphicarface and
offers some visualizations, but still appears awkiwr users.
Performing security monitoring through the systemyrbe even
more challenging.



Attempts at creating more advanced interfaces heome
primarily from the field of information visualizath. Security
monitoring interfaces have been devised to viseali@ge data
logs [1][5][15]. These visualizations typically @i the user to
navigate within the data set, either by filteringtating, or
otherwise manipulating the data in order to detgchormal
behaviour. These interfaces are intended for dycuri
administrators needing to process large amountiat# such as
network traffic, system logs, and intrusion detactalarms. While
offering an improvement over going through textdothey still
require extensive domain knowledge and skills iterreting
these complex visualizations.

A primary goal of security monitoring is to detedtacks against
the system or network being monitored [7]. Howewxisting

user interfaces for intrusion detection systemsS@Phave also
been fairly primitive. Most of the focus has beée technical

aspects of intrusion detection while the user fatar has been a
secondary concern. In fact, most research papessushing

proposed IDSs barely acknowledge the existence afser

interface at all.

3. DESIGN APPROACHES

Besides general human-computer interaction (HCd) iatrusion
detection literature, there are several specifi@asiof research that
contain useful information in developing user ifdee design
guidelines for security management systems. Thisticse
introduces these areas and summarizes the mosameldesign
principles.

3.1 Usable Security

The field of usable security recognizes that tesbeure, a system
must be usable. Even the most technically secisesywill fail
in practice if the intended users cannot or will ase it properly.
The usable security community has done work in kbpieg
effective end-user interfaces for anti-phishing twafe [8],
password managers [4], and other areas of sed6tityHowever,
being a relatively young field, there are no wallrdloped
theoretical frameworks or models to provide an aleatefinition
of what makes a security interface usable.

As a starting point, Whitten and Tygar [19] propbse set of
usability guidelines for security interfaces. Weeaded these [4]
and our combined guidelines suggest that userdahou

1. be reliably made aware of the security tasks theystm
perform;

2. be able to figure out how to successfully perfotmse
tasks;

3. not make dangerous errors;

4. be sufficiently comfortable with the interface tontinue
using it;
5. be able to tell when their task has been completed;

6. have sufficient feedback to accurately determirgedirrent
state of the system.

Most of these guidelines hint at an overarchingrihen usable
security: the need for effective mental models [18] mental
model is an understanding of how the system warjsically
based on previous experience, the system’s usafaoe, and the
user’s previous interaction with the system. Useeed a
workable mental model of the system in order tofgrer their

tasks successfully. The mental model may not atelyraeflect
all of the technical details of the system but dtigorovide a
means of predicting observable system behaviour #rel
consequences of user actions.

As with other usable security interfaces, one @f thost critical

design goals of security management interfaces bri$bstering
an effective mental model of the system for adniaters.

However in order for security professionals to ssstully

accomplish their tasks, the mental model must piea clear
picture of the underlying system being monitoredause these
administrators will often need to diagnose and @aspgto unusual
and unexpected security situations. This will prokallenging in

an information-dense system but must be addressed.

3.2 Ecological Interface Design

Vicente [17][18] proposed the Ecological Interfdgesign (EID)

theoretical framework for designing complex so&oHnical

systems. EID has primarily been applied to largdessystems of
critical importance such as controlling power psnaviation

systems, and more recently for computer network agement
[2]. The framework is based on well-establishedchsjogical

research showing how humans process informationpaoilem-

solve. Contrary to other user interface approachkieish try to

shield users from the intricate details of the exystEID advocates
allowing the revelation of as much detail as pdes#io that when
unexpected events occur, users can gain a clearstadding of
the state of the system and troubleshoot effegtivithe belief is

that users’ mental model should accurately refbet actual

system being controlled so that users can mosttafédy perform

their tasks. The expected users in these casesalezady

knowledgeable in the domain in which they are wagki

The principle idea behind EID is to design therifatee according
to a 5-level abstraction hierarchy, with the toptiesel giving a

general overview of the system state and provigiragressively
more detail with each level. The lowest level pded a

representation of the physical layout, componeats] sensors
controlled by the system. Users operate at diftelevels in the

hierarchy, as required for their tasks, but wheexpected events
occur, they can quickly move up to gain an undeditay of the

overall seriousness of the problem or drill down drder to

troubleshoot and diagnose the issue.

There are parallels between the concepts of EID ainéct-
oriented design. Each higher level in the hierardffers an
encapsulated view of the system, but in the cagd®f revelation
of the encapsulation is allowed and encouragederdJare not
restricted to a single encapsulated view of théesysut should
be able to easily access and modify the subordioljiects then
move back up the hierarchy to see the consequenfcéiseir
actions.

An EID interface usually avoids trying to make diages for

users (again contrary to conventional HCI princgpleecause the
basic premise is that designers will be unable redipt every

possible event and as such the system may offéncamrect or

misleading interpretation. The systems are intdntte foster

accurate mental models and support users in makidiggnosis
by providing as much information as possible withoffering an

“opinion” about the cause of unexpected events.

EID offers an interesting model for security marmmagat systems
as the parallels between security and the othedicapipn



domains are evident. It may offer a means of ntakivailable all
of the details necessary for diagnosis without whetming
administrators.

3.3 Social Navigation

Social navigation [9] is based on the human tengémaise cues
from other people in order to make decisions abmut own
behaviour. People use social navigation on a dahis. In the
online world, this is translated into actions sashusing reviews
and recommender systems on web pages to decidaerhetbuy
a certain product or checking the status of frieadsan instant
messenger before disturbing them. Advocates ohkaavigation
also suggest using more subtle cues like havingsndication of
the collective activities of previous users (simil@ how a recipe
book falls open to a family favourite because thage has been
read so often) to give an indication of what peopbtually do
rather than simply what designers intended [13].

DiGioia and Dourish [10] discuss using social natiign as a tool
in usable security to show the history of a usacsons, patterns
of conventional use, and activities of others withisystem. They
demonstrate their approach in the context of makiegsharing

decisions in a peer-to-peer network.

Administrators currently use social navigation whbkay turn to
online forums and mailing lists to discuss the datsecurity
vulnerabilities and how to address them, their sssat applying
new patches, and to get advice from others who dawadt with
similar circumstances. Including social navigatidirectly into
the security management interfaces could facilitaie process
and even improve it because the system could dltowdirect
comparison of two events to see if they reallyinstances of the
same phenomena rather than relying on adminissrédotdescribe
and compare what is happening. Specifically, therfaces could

help withfiltering [10] by helping users make informed decisions

based on aggregate behaviour. §hality [10] of information can
also be assessed by providing information about péréormed
which actions, who is recommending each coursectibra and
relying more heavily on the behaviour and recomraénds of
trusted experts.

3.4 Persuasive Technology

Persuasive technology [12] is a new area of hunsanpater
interaction that looks at how computers can mogivaind
influence users to behave in a desired way. Madtigatisers to
behave securely is a commonly cited goal in compséeurity
and as such, persuasive technology may provideabkdunsight
into how to design better security interfaces [Bhe principles
most likely to help achieve the goals of usableiggc

1. Principle of Reduction: Making the desired path ohkeast
resistance.

2. Principle of Reciprocity: Harnessing the human &y to
return favours.

3. Principle of Expertise: Incorporating signs of estge such
as experience, knowledge,
credibility with the users.

4. Principle of Conditioning: Using positive reinforoent to
encourage the desired behaviour.

A common mistake made by designers of securityfates is to
make the interface “invisible”, with the belief than invisible

and competence to gain

interface is the least obtrusive and therefore mssble. While
this does include security in the path of leaststasce, it can
cause usability problems because it typically taBes into no
feedback to users. A password manager is one egamjice
intuitively having only one password should be eagian having
to remember multiple passwords, but usability tegfshow that
current interfaces have major usability issues thadfect the
security of the systems.

Products such as Norton Security and McAfee Securit
successfully apply persuasive principles. For exampsers are
reminded of how many viruses were stopped, in hbpé users
will feel a need to return the favour and keeprtlsgstem up-to-
date. The interfaces also promote credibility bysptiying
messages when updating virus definitions and atgeriisers
whenever a virus is detected and removed. More #iaply
keeping users informed, these are meant to irstilfidence that
the software is protecting the computer.

Such are alerts are more likely to annoy rathen theassure
expert users; however persuasive technology cdigd strategies
for helping administrators understand the sevesftyhreats and
ensuring that critical issues are promptly addiesse

4. PROPOSED DESIGN PRINCIPLES
Considering these four approaches to interfaceydesie propose
the following initial set of design guidelines fosecurity
management interfaces.

1. Administrators should reliably and promptly be made
aware of the security tasks they must perform;

2. Administrators should be able to figure out how to
successfully perform those tasks;

3. Administrators should be able to tell when theskthas
been completed;

4. Administrators should have sufficient feedback to
accurately determine the current state of the systed
the consequences of their actions;

5. Administrators should be able to revert to a presio

system state if a security decision has unintended

consequences,;

6. Administrators should be able to form an accuraig a
meaningful mental model of the system they are
protecting;

7. Administrators should be able to easily examine the
system from different levels of encapsulation idesrto
gain an overall perspective and be able to effelstiv
diagnose specific problems;

8. The interface should facilitate interpretation and
diagnosis of potential security threats

9. Administrators should be able to easily seek adsiug
take advantage of community knowledge to make
security decisions;

10. The interface should encourage administrators to
address critical issues in a timely fashion;

These design principles seek to address a few baomor
characteristics of this particular design space.irstF they
acknowledge that the user will need to be makingoirant
decisions and needs to be supported in this proddsest of the



interactions will occur due to unexpected eventt the system
cannot deal with on its own, and as such it shéwyido provide
clear, relevant, and sufficient information so thla¢ user can
accurately diagnose and address the problem.

Furthermore, it is to be expected that users witlagionally make
mistakes when dealing with these novel situatiamshe system
must allow users to easily revert to a previoutestauch mistakes
differ from the “dangerous errors” addressed inblesaecurity
because these mistakes may not be possible tocprgdiereas
dangerous errors such as entering a password hishipg site
are always considered bad). For example, botcheglradps
through security patches can lead to unstable ragstieat need to
be rolled back. Occasional mistakes are unavoidatdethus the
systems must be flexible enough so that recoveppssible.

When faced with a new security threat, it is likéhat others are
also being similarly attacked. The interface sHosuipport and
facilitate interaction within the security commuyninot only to

more quickly analyze a new threat and determinercgpiate

counter-measures, but also to facilitate propagatid such

security measures. Social navigation could alsoubed to
provide trusted feedback about what steps otheve keken in
similar situations, and could be further customibgddefining a
specific group of trusted sources from which to hgat
information. Integrating the communication andiabravigation

into the system could be faster, have less nois#,ba harder to
spoof than current ad hoc methods.

Security systems still generate a sufficiently éangimber of false
alarms to potentially lure administrators into igng alarms or
deeming them as non-urgent, or otherwise leaduatsdns where
it is impossible to address all alarms. This magulte in

unnecessarily vulnerable systems. The interfacaldhaitempt to
recognize such situations and encourage the adnaitoiss to take
corrective action. The interface should alert adstiators if the
majority of other security professionals have takeame
preventative measure that has yet to be addresst#tkicurrent
system, especially if related to a severe threatrgihe specific
system configuration.

It should be noted however that persuasive teclygyadtould be
limited to helping administrators promptly addreissportant
security issues rather than trying to influence guide them
during diagnosis since the system may inadvertelehd the
administrator to misdiagnose significant problems.

5. CONCLUSION

End-users are the main concern for the field oblesaecurity,
but interfaces for security professionals are atgmortant because
the consequences of usability problems can potsntieave
entire networks vulnerable to attack. Knowledgéaiv to design
for end-users can help in designing interfacesémurity experts;
however unique challenges remain as the two grauspsvery
different in terms of domain knowledge, respongipibmount of
information they must process, and consequenceenfactions.

We have examined several design approaches in tyddevise
an aggregate model for security management systeinset of
ten design guidelines are proposed based on thisegate
approach. While these will need to be further erach and
evaluated, they present a first attempt at defirgnglelines for
the design of security management systems.
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