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Abstract

The continuous functioning of the Internet has become sd ttthe normal operation
of today’s electronic communication activities that itsrdiption can cause catastrophic
consequences. However, it is well-known that the modererhat is not secure; both
Internet application software and the underlying Inteiinétastructure (such as routing)
are vulnerable to a variety of attacks.

This thesis studies the vulnerabilities of Internet rogifamotocols and examines practi-
cal mechanisms for improving their security. Specificallg, propose to verify the factual
correctness of routing updates in a vectoring routing matby corroborating informa-
tion from multiple sources. Based on this method, two prafmsS-RIP and psBGP, are
developed for respectively improving the security of Rogtinformation Protocol (RIP)
and the Border Gateway Protocol (BGP), both of which aredasesectoring approaches
and widely used on the Internet. Advantages of our propasealgde: simplicity— cryp-
tographic mechanisms used are manageaftectiveness they can successfully defend
against threats from uncoordinated malicious parties;acr@mental deployability- they

can be incrementally deployed with some incremental benefit
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Chapter 1

Introduction

Today'’s Internet, a critical communication infrastruetuvhich we are increasingly reliant
upon, is insecure due to both design and implementatiorevaihilities of Internet proto-
cols across all protocol layers. Of particular importarecthe security of Internet routing
protocols, which provide network layer routing servicesifdgerconnecting a large num-
ber of distributed networks. Unlike network services inestlayers where one instance of
a failure usually has only local effect, failure of a singhgdrnet router may have global
effect and can cause catastrophic consequences (as explatar). Thus, it is crucial to
protect Internet routing protocols from potential failsite ensure the continuous function-
ing of the Internet, especially in the era when the Interaair the way to consolidating

other communication networks such as the telephony network

This thesis focuses on the security design for two existinigrhet routing protocols,
namely the Routing Information Protocol (RIP) [83] and therder Gateway Protocol
(BGP) [109]. RIP is a populantra-domainrouting protocol used in an enterprise envi-
ronment, and BGP is the only IETF standanter-domainrouting protocol used on the
Internet. Both are based on tlkectoringapproach. Our goal is to improve the Internet
routing security by designing practical and incrementdiyployable security extensions
for both RIP and BGP.

In this chapter, we give an overview of Internet routing, methe scope of the problems

studied by this thesis, and outline our approaches andibahtns.

1



1.1. OVERVIEW OF INTERNET ROUTING 2

1.1 Overview of Internet Routing

The Internet routing infrastructure consists of a large benof routers each of which
runs distributed routing algorithm(s) and exchanges raaiéity information with others

for establishing communication paths across the Inteftnetddition, each router needs to
forward packets not destined to itself toward their ultiendgstinations to facilitate commu-
nication among non-directly connected networks. To thi, éwo fundamental functions

are required for a router:

Control Plane— exchanging reachability information with other routess éstablish-
ing correct routing tables. Existing routing protocolgg(eRIP and BGP) can ensure the
correctness of a routing table provided that all routertiggpating in the protocol properly

follow the routing protocol specifications, and the routiagle is not tampered with.

Data Plane- forwarding packets toward their ultimate destinatiorectpacket carries
a destination IP address which is used by a router to seaabuting table and select
a next hop router which is closer to the packet’s ultimatdidagon. If every Internet
router builds a correct routing table and follows the fomiviag process correctly, packets
originated from anywhere on the Internet will eventuallydide to reach their ultimate

destinations.

The Internet routing infrastructure can be viewed as a ctitle of Autonomous Sys-
tems (ASes), each of which consists of a number of routersrumdingle technical admin-
istrative authority (e.g., sharing common routing pokgielnternet routing protocols can
be classified astra-domain(used within an AS) andhter-domain(used between ASes).
RIP [83], Open Shortest Path First (OSPF) [91], and InteiatedBystems to Intermediate
Systems (IS-IS) [98] are three of the most popular intra-g@iomouting protocols. BGP

[109] is the only inter-domain routing protocol used on thietnet.

There are two popular approaches used by Internet routotggwls:vectoringandlink
state(LS), based on Bellman-Ford [10, 38] and Dijkstra algorighi35] respectively. In a
vectoring routing protocol, each node maintains a routatidet consisting of the best route
and the associated costs for each destination in a netwdr.rduting table of one node

is computed based on the routing tables of its direct neighbichus, each vectoring node



CHAPTER 1. INTRODUCTION 3

has only partial view of the network topology, i.e., the lresite to each destination in the
network. Examples of vectoring routing protocols includ® Rnd BGP. RIP is referred
to as adistance vectorouting protocol due to the fact that it uses distance toasgmt the
cost of a route. BGP is often referred to agath vectomrouting protocol since it records
the path through which a routing update has traversed.

In an LS routing protocol, each node floods to the whole ndtloe state of each link
attached to itself, and a link state database is then cansttirom the link state advertise-
ments received from every other node in the network. A skopath from the constructing
node to every other node in the network can be computed usikgtia algorithm [35].
Thus, all nodes in the network maintain the same link stateb@dse representing a com-

plete view of the network topology.

1.2 Routing Security Problems

It is well-known that today’s Internet routing infrastruce is insecure in both control and
data planes. In the routing control plane, Internet roupngtocols could fail and result
in incorrect routing tables when some routers in the netwarke byzantine failures (i.e.,
functioning but not correctly) [103]. Particularly, a wddehaved router (i.e., correctly
following the routing protocol specifications) may end ughnaan incorrect routing table
due to failures of other routers in the network. In the rogititata plane, Internet routers
with correct routing tables may fail to forward packets. Bproblems could be caused
by many factors, e.g., hardware faults, software faultsconfigurations, or malicious
attacks [103]. We next discuss these two types of routingréggroblems, followed by

a discussion of software vulnerabilities that can be exgtbby an adversary to gain the

control of an Internet router and launch attacks on bothrobahd data planes.

1.2.1 Routing Protocol Vulnerability

Existing Internet routing protocols lack strong built-gcsirity services. Firstly, many rout-
ing protocols provide none or weak mechanisms (e.g., p&ihpassword or system-wide

shared keys) for authenticating neighbors, allowing areeghry to easily join the opera-
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tion of a routing protocol. For example, an adversary comysmng a personal computer
(PC) inside a network may be able to capture the plain-tes$\ward used by a router for
authenticating neighbors and then turn the compromiseah®Girouter by running a rout-
ing protocol configured with the captured password. In trag\an unauthorized adversary
can successfully participate in routing operations anéagbifalse routing information to

cause service disruption.

Secondly, most routing protocols assume a trustworthyrenmient. In the case where
there is no data origin authentication, routing updatesaacepted only with rudimentary
validation — for example, RIP [83] only checks that a routipglate is from an IP address
of a direct neighbor and that the source UDP port number is B&@en data origin authen-
tication is implemented, routing updates are verified ferd¢brrectness of data origin and
integrity only. However, after a route update is verified ¢d*duthentic”, the routing infor-
mation conveyed in the update is trusted and used to updatetipient’s routing table.
This is risky since data origin authentication, which by definition [87, p.361] includes
data integrity, cannot guarantee the factual correctniegsnessage. A malicious entity or
a compromised legitimate entity can send false informahancorrectly signed message.
A recipient can detect unauthorized alteration of the nggsslaut cannot tell if the infor-
mation conveyed in the message is factually correct untdessithe perfect knowledge of
what it expects to receive. For example, a malicious legiteBGP speake(a router run-
ning BGP) can originate routes for an address space whisimdtiauthorized to announce,
resulting in service disruption of the legitimate ownerlod hijacked address space. These
malicious announcements cannot be detected with datan@ighentication since the an-
nouncing router has legitimate keying materials for getiegecryptographically correct

messages (e.g., with valid digital signatures).

1.2.2 Forwarding Misbehavior

A misbehaving router (e.g., under the control of an advgjsaray participate in routing
protocols correctly (i.e., advertising correct routindommation) but manipulate packets

passing through the router. For example, an adversary caoconfigure a router (e.g.,
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by installing static routes in the routing table) to fail tonfvard packets properly (e.g.,
selectively or completely dropping packets). An adversany also manipulate packets to

cause loss of confidentiality and integrity by eavesdroggind modifying packets.

1.2.3 Software Vulnerability

Internet routers can be misconfigured and usually run softwath exploitable vulnera-
bilities allowing an adversary to obtain unauthorized asde the routers for manipulating
routing protocols and data packets. For example, heap dfet lowerflow vulnerabilities
in Cisco I0S were discovered in April 2005 and reported ity 2005 [81], which would
allow an attacker to completely take control of an affectaater. As another example, nu-
merous vulnerabilities in multiple implementations of imNetwork Management Pro-
tocol (SNMP) were discovered in March 2003 [27], which woalldw unauthorized users
to gain privileged access to an affected router. For a thiesdngple, a survey [63] on 471
Internet routers shows that a majority of them run servieeg.( Telnet and HTTP) with
known flaws, and 7% of them accept connections from arbitrary IP addressksyialy
exploitations of these vulnerable services from anywher¢he Internet. To summarize,
software vulnerabilities are ubiquitous and present inoslnall software. Internet routers
are composed of both hardware and software, and unavoitehlysoftware vulnerabili-

ties.

1.3 Statement of the Problem

This thesis addresses security problems of routing prégpparticularly on the routing

control plane. We study how to improve routing protocol seéguo tolerate certain byzan-
tine failures. More specifically, we focus on how to effeetywverify the factual correct-

ness of routing updates to detect and contain frauduletingpupdates. Software vulner-
abilities can be reduced by following security guidelinésaftware development [128].
However, it is unrealistic to expect perfect software sisoftware engineering is an art
more than a science and can hardly be perfect in a real wasldvadfding misbehavior ap-

pears unavoidable unless a router system is perfectlysgeund cannot be compromised.
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Nonetheless, forwarding misbehavior has only local effeet, only the packets passing
through a misbehaving router are subject to manipulatiom s\Wjgest that proactive mon-

itoring approaches [65, 125] can be used to mitigate the risk

We choose to focus on security designs for routing protobaked on vectoring ap-
proaches. Securing link state routing protocols has bedhstuglied by Perlman [103]
and others [94, 29, 141]. However, the security of vectormging protocols has not re-
ceived a similar level of treatment partially due to the diffty of validating DV routing
updates, which are aggregated results of routing updaiesdther nodes [103, 141]. We
further choose to study two vectoring routing protocolselydised on the Internet, namely
RIP and BGP. They respectively represent intra-domainmted-domain vectoring routing
protocols, and account for a large portion of user trafficrenihternet. Although RIP has
certain limitations and is being replaced by OSPF and I1StISill has a large user base.
If both RIP and BGP are secured, the security of the Inteinging infrastructure will be
substantially improved. Our work on routing security in egieg mobile ad-hoc networks
is presented in [65, 137], but not included in this thesisabse forwarding misbehavior
studied in [65] is not the focus of this thesis, and the teghes presented in [137] are
similar to S-RIP.

1.4 Contributions of this Thesis

Many solutions based on cryptographic mechanisms havegyepnsed for securing rout-
ing protocols [103, 94, 123, 124]. However, cryptographecimnisms alone cannot guar-
antee the factual correctness of routing updates. Thiggjitestionable if any router should
deserve the full trust of any other router even it posseskayptographic credentials given
that a legitimate router may be compromised or the owner oluéer may be malicious.
We propose to use information corroboration for improviogfidence in the correctness
of a routing update. Based on this idea, we propose S-RIP slBGp for improving the

security of RIP and BGP respectively.
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1.4.1 Information Corroboration

To verify the correctness of a routing update, ideally, ¢heould be a trusted routing
authority which a router could check with. Unfortunatelgjther does such an authority
currently exist, nor is it practical to build one. Itis alsopractical to solely rely upon repli-
cation techniques, which are commonly used for buildindtfenlerant systems (see §2.3),
to build a robust Internet routing infrastructure, sincégodial costs might be prohibitive.

We propose to useonsistencys an approximation aorrectnessAn advertised route
is cross-checked for its consistency with information ot#d from other sources. If there
is a sufficient amount of consistency (to be defined in a pderaouting protocol), the
route is accepted as proper. This approach is inspired byefeeral model widely used
in social society for increasing confidence in the truth dbimation in the absence of an
authoritative source of truth about that information. hmfi@tion used for the corroboration
and the nodes involved vary among routing protocols. Chaf@t@nd 6 discuss the details
of how to perform consistency checks for S-RIP and psBGRectsely.

We make use of a rating mechanism to measure trustworthafesach information
source, i.e., confidence in the correctness of the infoomatbtained from a particular
source. A simple and efficient method is developed for comguiorroborated confidence
in information that is consistent within a corroboratinggp. Although developed inde-
pendently based on our intuition, it turns out that this rodtls consistent with Dempster-
Shafer theory (DST) of evidence reasoning [33, 121] whearin&tion sources involved

are independent.

1.4.2 Secure RIP (S-RIP)

Using information corroboration, we develop a secure distavector routing protocol
based on RIP, namely S-RIP. In S-RIP, each router rates e¥key router in a network
with a numeric value, indicating trust in the correctnesthefrouting information provided
by that node. A routing update received from one router iffieerby cross-checking its
consistency with the routing information of another rodtem which that update is de-

rived. A routing update is verified as proper if the corrobedeconfidence in that update is
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no less than a configurable threshold. In this way, trust eaedtablished in an advertised
route using information corroboration without relying up@ trusted authority.

Our security analysis of S-RIP shows that it can succegsbalnter selected unco-
ordinated threats with high probability, includimgighbor spoofingprefix hijacking and
distance frauds Our simulation results indicate that S-RIP routing overhés relatively

low, and can be effectively controlled with S-RIP threstsold

1.4.3 Pretty Secure BGP (psBGP)

We also design a security extension for BGP, namely psBGghlidhts of psBGP include:

1) psBGP makes use ofc@ntralized trust moddbr AS number authentication. Each
AS obtains a public key certificate from one of several trdistertificate authorities, e.g.,
Regional Internet Registries (RIRs), binding an AS numberpublic key. We believe that
such a trust model provides best possible authorization®hAmber allocation and best
possible authenticity of AS public keys. Authenticatiorusually the first step towards
authorization. Without such a guarantee, an attacker mapleeto impersonate another
AS and thus be able to announce prefixes assigned to the ioma¢esl AS.

2) psBGP makes use ofdecentralized trust modébr verifying the propriety of IP
prefix assignment. Each AS creates a digitally sighelix Assertion List (PALJonsisting
of a number of bindings of an AS number and prefixes, one felfigmd one for each of its
neighbors. An assertion made by an AS regarding its own g®fprefix assertioplists
all prefixes assigned to itself. An assertion made by an A& foeighboring AS drefix
endorsementmay list all or a subset of the prefixes assigned to that meghAn AS
prefix graph(see 86.6.3) is built by each AS based on ihls it has received from other
ASes, and its ratings of those ASes. An AS prefix graph is ttesd dor evaluating the
trustworthiness and preference of a prefix origin by an ASré&ip assertion is verified
as proper if it is endorsed by a sufficient number of neighbotiie combined trust in the
asserting and endorsing ASes is sufficient. In this wayt truprefix assertions can be

established using information corroboration in the abseari@ trusted authority.

As discussed in Chapter 6 and 7, advantages of psBGP inclydenplicity— it uses
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a PKI which has a small number of certificate types, shortfezte chains, and is of
manageable size; Bffectiveness it can successfully defend against threats from unco-
ordinated, misconfigured or malicious BGP speakergm@&gmental deployability it can

be incrementally deployed with some incremental benefits.

1.5 Overview of this Thesis

The rest of this thesis is organized as follows. In Chaptewe provide background in-
formation for later use in this thesis. In Chapter 3, we nevéxisting approaches for im-
proving routing security and two systems which make usefofimation corroboration for
improving security. In Chapter 4, we present a frameworkstguring routing protocols,
including a threat model, security goals, fundamentalstdrmation corroboration, and
a rating mechanism. In Chapter 5, we propose S-RIP for cangtselected RIP threats,
analyze the security effectiveness of S-RIP, and presenilation results. In Chapter 6,
we begin by discussing BGP security threats, and outlineB@&® security goals. We
then present psBGP for achieving these goals. The noveltipsBGP are the use of a
decentralized approach for verifying the propriety of IBfprassignment, and the use of a
stepwise approach for verifying AS_PATH integrity. In Chexp/, we analyze psBGP, and
compare it with S-BGP and soBGP — two other leading propdsalsecuring BGP. We

conclude in Chapter 8.
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Chapter 2

Background

In this chapter, we provide background information, foetaise in the thesis, on Internet
routing protocols (82.1), public key cryptography (82falt-tolerant systems (82.3), and
Dempster-Shafer theory (§82.4).

2.1 Internet Routing Protocols

Conceptually, a routing network can be abstracted as a gndpre a vertex is a router and
an edge is a network link. If a network consists of a small.(esgveral) or medium (e.g.,
tens or hundreds) number of routers, a single routing pobtisccapable of exchanging
and maintaining routing information in that network. Sirtbere is a large number of
routers (e.g., hundreds of thousands or more) on the Irtteang single routing protocol
currently available cannot scale to that size. As a resutigearchical routing approach
has been used for the Internet. The first level of the routiegahchy isinter-domain
routing protocols, and the second leveinga-domainrouting protocols. BGP is the only
inter-domain routing protocol used on the Internet. Comipnased intra-domain routing
protocols include RIP, OSPF, and IS-IS.

In this section, we give an overview of RIP, OSPF, and BGP.&I®PBGP are based on
vectoring approaches, and are the main focus of this theS&F is based on a link-state
approach and its security is not studied in this thesis. Atgtescription of OSPF is given

here for the use in later discussions.

11
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2.1.1 Routing Information Protocol (RIP)

RIP (we mean RIPv2 [83]) is widely used by many small and nmdsize organizations,
despite the fact that it has certain limitations. For examible maximum distance between
two nodes in RIP is limited to 15 hops. A RIP routing table gstssof a number of
entries, with one for each destination in the network. Eache entry contains at least the

following information:

e destination the IP address and the subnet mask of a destination;
e distance number of hops from this router to the destination;
e next hop the IP address of the next router along the path to the defstim

e timers several timers are associated with each route entry. @mer is set to 180
seconds. If no routing update about this route is receivedinvthree minutes, the
distance of this route is set to 16, which designates infimitRIP. Once a routing

update is received about this destination, this timer istres180 seconds.

A RIP router periodically (every 30 seconds) advertisesimgwpdates to direct neigh-
bors. A RIP routing update message consists of up to 25 roltash route contains a
destination (IP and subnet mask), a distance, and a nextAopxt hop is only useful if
it is directly reachable from a recipienfriggered Updategare used to speed network con-
vergence. Whenever the cost of a route changes, a routirgjesmiriggered immediately
without waiting for a normal periodic routing update.

A router or a host can also solicit routing information fromo¢her RIP router by send-
ing a routing update request. For example, after a rout@ratsbit sends a routing update
request to direct neighbors to collect routing informationinitializing its routing table.
A routing update request can also be used for diagnosis perpouting update messages
(request or response) are transmitted over UDP. In moss$ chsth source and destination
port numbers are 520. A routing update request may origiinate a port number other
than 520. In that case, a routing update response will benaduo the originating port.

RIP requires that a routing update response must be froneetaieighbor for it to be used
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for updating the recipient’s routing table. However, RIRRsmot mandate that a routing
update request must be from a direct neighbor. Therefomjta update response message

may be sent to a remote node (i.e., two or more hops away).

An advertised route may lead to the change of a recipientitrg table if it is: 1) a
new route; 2) better than the existing route; or 3) from thginator of the existing route.
In case 3), the existing route will always be updated regasdbf the cost of the new route.
If the newly received route has the same cost as the existinganly the time-out timer
associated with that route is reinitialized. Although itisderstood that a routing update
response message should be carefully validated beforg bsed to update a routing table,
RIP only performs rudimentary checks (e.g., the source Ppaomt number). Thus, it is

vulnerable to a variety of attacks (see 85.2 for RIP vulnétalanalysis).

Since RIP does not keep the complete path information to @ndéisn, it is possible
that a router advertises a route back to the router from whlelrned that route. This can
lead to thecounting to infinityproblem. RIP adopts th&plit Horizonapproach for solving
the problem. In this approach, a router will not advertisewte back to the router from
which it learned the route. An extension of the split horizapproach, which is commonly
referred to asSplit Horizon with Poisoned Reversequires a router to advertise a route
back to the router from which it learned the route, but withstathce of infinity (16-hop).
Split horizon approaches can break a loop involving two sodet not three nodes or
more. The routing loop problem can be solved by associatict eoute with a complete
path consisting of all nodes that have propagated this rioubeder. AS _PATH in BGP

serves exactly this purpose.

2.1.2 Open Shortest Path First (OSPF)

OSPF [91] is an intra-domain routing protocol based on li@ktesapproach, and supports
hierarchical routing. An AS running OSPF can be divided iatoumber of areas. Each
node within an area advertises the states of its links in Bitate Advertisements (LSAS) to
every other node in the same area by flooding. An LSA usualigists of a link identifier

(e.g., a subnet attached to the link), state of the link (udawn), cost of the link, and
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neighbors of the link. Every node receives the LSAs from eweher node in the area,
and builds the same link state (or topological) databasé{whk a weighted graph as each
edge is associated with a cost). Using Dijkstra’s algorifBfj, each node can compute a

shortest path from itself to every other node within the sanea.

An OSPF node with multiple network interfaces may connecttdtiple areas, in
which case, it will maintain a separate topological dataldfas each area. Such node is
often referred to as an Area Border Router (ABR). All ABRsda@ome other routers)
form an OSPF backbone area, which is responsible for diginigy routing information
between areas. In this way, routing flooding is limited to aken OSPF area rather than
the whole AS. Packets originated from one OSPF area andddgt another area will be
first forwarded to the ABR of the originating area, then toARR of the destination area,

and finally to the ultimate destination.

2.1.3 The Border Gateway Protocol (BGP)

In this section, we give a brief overview of BGP and its operatl practice, including IP

address allocation, AS business relationship, and AS experting policies.

Overview of BGP

BGP is a vectoring inter-domain routing protocol. A BGP da&stablishes BGP sessions
over TCP with its direct neighbors, exchanges routing mfation with them, and updates
its own routing table based on the information received ftoem. Unlike a simple distance
vector routing protocol (e.g., RIP [49]) in which a route aby has a simple metric (e.qg.,
number of hops), a BGP route is associated with a numberrdftts and the best route is
selected among multiple routes to the same destinatiordlmaskcal policy. One notable
route attribute is AS_PATH, which consists of a sequence®é#traversed by this route.
Thus, BGP is often referred to agpath vectorrouting protocol. Other details of BGP are

discussed in §6.2.2.
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IP Address Allocation

Internet Assigned Number Authority (IANA) [57] is the cealtauthority of the whole IP
address space. In the early stage of the Internet when itnvall, &ny organization could
directly apply to IANA for IP address space. As the Internetg it became apparent that
a single authority was not capable of handling the large rarrobaddress space requests.
As a result, a hierarchical structure has been developd® faddress space allocation, and
IANA is the root of the IP address space allocation hierarchy

On the second level of the hierarchy are five Regional IntdRegistries (RIRs), each
of which is responsible for the IP address space allocati@particular geographic area.
RIRs include: American Registry for Internet Numbers (AR[B], Réseaux IP Européans
(RIPE) [112], Asia Pacific Network Information Centre (ARII[4], Latin American and
Caribbean Internet Addresses Registry (LACNIC) [76], aridc&an Network Information
Centre (AfriNIC) [2]. On the next level are large Internetr8ee Providers (ISPs), which
can directly obtain IP address space from one of the four RIRERrge ISP may further
allocate a portion of its address space to a downstreanceegovovider, or to an end user
organization. In this thesis, we uaddress allocatiotio refer to the activity that one orga-
nization distributes IP address space to another orgamizavhich may further distribute
to a third organization or use for its own. Once an addressesgaallocated from one
organization to another, the first organization no longes tight to use it unless the al-
location relationship endsAddress delegatiorefers to the activity that an organization
authorizes another to announce its address space in BGE&miple, an organization not
running BGP may authorize a service provider to announcadisess space allocated by
another service provider. We uaddress assignmetu refer to both address allocation and

delegation when distinction is not relevant.

AS Business Relationship

ASes on the Internet can be roughly classified into thregyosites: astub-AShas only one
connection to other ASes;rmaulti-homed A®ias more than one connection to other ASes,

but is not designed to carry traffic for other ASes (e.g., far purpose of load balance or
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redundancy); and ansit-AShas more than one connection to other ASes, and is designed

to carry traffic for others.

While a stub-AS may have only one BGP speaker, a multi-homednsit-AS often
has more. A BGP session between two BGP speakers locateith with different ASes
is often referred to asxternal-BGReBGP), and a BGP session between two BGP speak-
ers within a common AS is often referred toiaternal-BGP(iBGP). An eBGP speaker
actively exchanges routing information with an externaghbor by importing and export-
ing BGP routes. An iBGP speaker helps propagate routingtapda other BGP speakers
within a common AS, and it usually does not make changes tatagupdate.

Two ASes usually have one of the following four types of bessirelationship [56, 41]:
customer-to-providerprovider-to-customerpeer-to-peer andsibling-to-sibling A cus-
tomer AS usually pays a provider AS for accessing the resh@fiternet. Two peering
ASes usually find it mutually beneficial to allow each otheatcess their respective cus-
tomers. Two sibling ASes are usually owned by a common orgéion and allow each
other to have access to the rest of the Internet (not only teepective customers). For
example in Figure 2.1, ASed, B, C, and D may attach to a common Network Access
Point (NAP) and establish BGP sessions with each other. Antloase four ASes, each
pair forms a peer-to-peer relationship. ASesB, C', andD have their own customer ASes
E, F, G, andH respectively(G has a customel, andH has a customef. ASesF andH
may be owned by the same ISP but are located in different gpbgr locations, and they

form a sibling-to-sibling relationship.

BGP Route Exporting Policy

An AS usually defines its route exporting policy for anothe® Based on their business

relationship [41].

e customer-to-providera customer AS exports to a provider AS its own routes and
the routes it has learned from its customers (includingiresct customers and their

customers).
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<----» sibling-to-sibling
-4—p peer-to-peer
——p customer-to-provider

Figure 2.1:A simple AS topology with different types of AS relationship

e provider-to-customera provider AS exports to a customer AS its full routing table
including its own routes, the routes it has learned fromutd@mers, providers, peers,

and siblings.

e peer-to-peertwo peering ASes export to each other their own routes amdahtes

they have learned from their respective customers.

¢ sibling-to-sibling two sibling ASes export to each other their full routingles) in-
cluding their own routes, the routes they have learned fram tustomers, providers,

peers, and siblings.

2.2 Public Key Cryptography

Information security is a broad area and associated witarsiévobjectives [87, p.3] that
can be more specifically defined in a given problem domain.yMachniques can accom-
plish information security objectives; cryptography pams a set of those techniques for
achievingconfidentiality data integrity authenticationandnon-repudiationamong other
security goals.

This thesis employs both symmetric and public key basedagypphic techniques for
achieving certain security goals (to be defined later in besis, e.g., in 84.3). Here we
give a brief overview of public key based cryptographic teéghes, which are extensively

used in this thesis (see [87] for a rigorous treatment of tigest).
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2.2.1 Public Key Encryption

Public key based cryptography was first introduced by Diffid &lellman in 1976 with
their seminal paper titled "New Directions in Modern Crygptaphy" [34]. A practical
public key encryption algorithm, now commonly referred ®RSA, was discovered in
1978 by Rivest, Shamir, and Adleman [114].

Unlike symmetric key based encryption where a common sé&exeis used for both
encryption and decryption, public key based encryptiorsus® different keys for en-
cryption and decryption. An encryption key is made publie @ommonly referred to as
public key The corresponding decryption key is kept private, and comiynreferred to
as theprivate key Consider a two-party communication between Alice and Eatch of
whom holds a public and private key pair, i.&,, d,) by Alice and(ey, d;) by Bob. For
Alice to send a message privately to Bob, Alice first obtains Bob’s public key, and
encryptsm to the cipher text using an encryption transformation function with Alice
sends Bob the transformed cipher texBob decrypts: using a decryption transformation
function with his private keyl,. Mathematical properties of public key based encryption
are designed with the intention that a cipher text encryptadg Bob’s public key;, can
only be decrypted with the corresponding private KgySinced, is only known to Bob, a
third party will not be able to decrypt thus the privacy ofn is protected.

Two main advantages of public key encryption are: 1) it pilesi a foundation for
scalable key management; and 2) it can be used for constguativanced cryptographic

primitives (e.qg., digital signatures) that offer new ségysroperties (e.g., non-repudiation).

2.2.2 Digital Signature

Reconsider the above two-party communication betweereAdind Bob. The public key
encryption alone does not offer data origin authenticatipdata integrity. For example,
a man-in-the-middle can replaecewith ¢ which can be decrypted to’ by Bob. Bob

cannot tell ifm’ is indeed the original message from Alice or the original sage has been
tampered with. To achieve data origin authentication wimckudes data integrity, digital

signatures can be used.
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A digital signature mechanism is a cryptographic primitikat allows for binding an
identity to a piece of information such as a messageA digital signature ofn is a bit
string that is dependent on botlhh and some secrets known only to the signer. In a digital
signature mechanism based on public key cryptographygtresis the private key of the
signer. A digital signature ofn can be an appendix ta, or containm. The former is
referred to asligital signature with appendjand the lattedigital signature with message
recovery[87, p.427]. Hereafter, we only consider public key basegjitali signature with
appendix, abbreviated as digital signature. For simpligie assume that a single public
and private pair is used for both encryption and decryptamwell as digital signature
generation and verification. However, a different key paim be used for each purpose in

both theory and practice, and is often recommended.

A digital signature mechanism consists of a signing alpariind a verification algo-
rithm. We next briefly review RSA based digital signature heeasms (see [87, ch.11] fore
more generic discussions on the subject). To sigh a messafkce first computes a hash
of m, denoted byh,,, using a well-known one-way hash function. Alice then sigasr
h., using her private keyl, to compute a digital signaturg,. Bothm ands,, are made
available to a verifier Bob. To verify,,, Bob first obtains Alice’s public key, reliably. By
reliably, we mean that Bob is assured thats indeed the public key corresponding to the
signing keyd, of Alice. Bob computes the hash of, h,,, using the same one-way hash
function used in the signing process. Bob next decrjifjtdrom s,, using Alice’s public

keye,. The signature verifies successfullyiif,=h! , and fails otherwise.

2.2.3 Public Key Certificates

In order for public key based cryptographic mechanisms teuaeessful, the authenticity
and integrity of a public key must be guaranteed. In otherd&pit must be verifiable that
a public key indeed belongs to a claimant and has not beeretahwvith. Such assurance
is usually achieved with public key certificates. A publig/keertificate is a signed data
structure which binds a public key to an entity and otheitattes. A typical public key
certificate (e.g., X.509v3 [26]) usually consists of, butdg limited to, the following fields:
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e subject identifierthe identifier of the entity to which this certificate is issu It is
required that a subject identifier is unique with the systenwhich the certificate is

used. For example, it can be an X.509 distinguished name,(@M)mail address.
e public key the public key of the entity identified by the subject id&ati

e expiration date usually consists of two dates {@m and ato date) specifying the

time window during which this certificate is considered dali

e issuer identifier the identifier of the entity that issues this certificate, iftsstance,

the DN of a certification authority.

o digital signature the digital signature over all date fields in the certificatatained

using the private key of the issuer of this certificate.

To issue a public key certificate to an entity, the issuinggmwhich is usually a certi-
fication authority (CA), should have a policy in place forifgng that the entity to which
the certificate is issued is indeed the authorized holdenefdentifier to be bound with a
public key. It is desirable that the issuing entity has jidion over the name space which
the certificate subject identifier belongs to. Otherwise,ahthority of the public key cer-
tificate may be questionable. In addition, it is desirabé the issuing entity asks the party
to which the certificate is issued to prove the possessioheoptivate key corresponding
to the public key carried in the certificate.

A public key certificate must be revoked if the public key @rin the certificate is no
longer considered valid before expiration date. Exampfesioh circumstances include:
the corresponding private key has been compromised; th fgewhom the certificate is
issued is no longer with the issuing organization, amongrathTwo approaches can be
used for checking the revocation status of a public keyfosate: Certificate Revocation
List (CRL) and Online Certificate Status Protocol (OCSP)[ZRL is a signed list of the
certificates (more precisely, their serial numbers) thaehzeen revoked by the issuer of
these certificates. To verify the status of a certificate, rdigesearches it in the CRL; a

match indicates that the certificate has been revoked. INFD&&erifier sends a request to
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a server which returns the status of the certificate in qoestcach approach has its own

advantages and disadvantages; further discussion is 8¢lyerscope of this thesis.

2.3 Fault-Tolerant Systems

In this section, we briefly review existing approaches todhsign offault-tolerantsys-
tems, particularly on distributed systems. A distributggtem is composed of multiple
physically separated processors which are connectedhergey networks, and communi-
cate with each other via sending and receiving messagesloy@etwork. For example,
a routing infrastructure is a distributed system that cstssdf physically separate routers
which communicate with one another via routing updates.ultfmlerant system can often

be described using a state machine approach [78, 118, 119].

2.3.1 Introduction

A system is fault-tolerant if it continues to function prolyeor remain in a legitimate state,
possibly with degraded service, when individual processorithe system have faults or
failures [77]. Failures can bg&mpleor byzanting77, 103, 119]. A processor is said to
have simple failures, which are also referred tdaalsstopfailures, if it completely stops
functioning. A processor is said to have byzantine failuréscontinues functioning but
with arbitrary or unpredictable behaviors. Properties fafudt-tolerant system include, but
not limited to,failure detectionself-stabilizationandfailure masking

A system withfailure detectioncan detect and/or report failures, but does not take
action to tolerate them. Thus, manual intervention is ofegquired to remove failures in
order for the system to return to a legitimate state. Syrigpleaking, such a system is not
fault-tolerant by itself. However, failure detection isuadly inexpensive to implement, and
cost-effective for non-mission critical systems.

A self-stabilizingsystem can eventually reach a legitimate state regardfeisstial
configurations, and can remain in a legitimate state deipteccurrence of failures [35].
Such system can automatically detect and react to someesifaijpires. Most routing

protocols, such as RIP, have the property of self-staltitimand are tolerant to, albeit with
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degraded service, simple transient failures such as lovikad However, it is considered

difficult to design a self-stabilizing practical systemttban tolerate byzantine failures.

A failure maskingsystem remains in a legitimate state without degradingceeven
if some components within the system have failures. In ottends, failures within the
system are masked and invisible from outside of the systeon.ekample, an ensemble
implementingt+1 replicas of a processor can masg&mple failures [119] since the only
functioning processor in the ensemble continues to prodocesct output. Masking
byzantine failures requirex+1 replicas using a majority voting scheme [119], provided

that data origin authentication is guaranteed.

Design of fault-tolerant systems usually employs repitcaor redundancy techniques
to withstand failures, including, but not limited thardwareredundancysoftwareredun-
dancy, andnformationredundancy. A real-world fault-tolerant system usuallyoines

combinations of these techniques.

2.3.2 Hardware Redundancy

Hardware redundancy can be used to tolerate hardwaredsilArtypical example is Triple
Modular Redundancy (TMR), which is composed of three idahtnodules and one voter.
Given the same input, each module produces the same outpatvdker takes the input
from each module, and produces an output based on certa fal instance by the rule
of majority voting. While the voter is a single point of faiiin TMR, it is usually simple
and can be designed with sufficient robustness to reducerdibalpility of failure. More-
over, the voter itself can also be replicated to remove simgiiespoint of failure. Hardware
redundancy is usually used in conjunction with other tygeagdundancy. One disadvan-
tage is that it always incurs additional costs. In a largéritisted system, it might be
prohibitively expensive to employ hardware redundancyetmave every single point of
potential hardware failure. Thus, it is desirable to expltachniques that do not require

hardware replications.
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2.3.3 Software Redundancy

If a system is implemented in software, it can be replicatgedumning multiple instances
on a common processor or multiple physically separate gems. The former is immune
to certain software failures (e.g., a run-time failure)t tannot tolerate hardware failures.
The latter can tolerate both software and hardware failumaisis more costly. Neverthe-
less, both approaches are vulnerable to software designmementation failures, e.g.,
software bugs. This is exactly the vulnerability that fregtly gets exploited by computer
worms, which spread among a large number of computers attredaternet. To reduce
the probability that an implementation failure occurs irsaftware replicas, different soft-
ware implementations accomplishing the same functionedih be used. Such mechanism
is often referred to as softwadéversity[39]. For example, the Internet root Domain Name
System (DNS) is deployed using different software impletatons running on different
platforms. In this way, a software failure (e.g., a buffeediow) in one implementation is
unlikely to affect others, thus significantly lowering thskrthat a single failure can bring

down the whole system. However, it is still vulnerable tavsafe design failures.

2.3.4 Information Redundancy

Information redundancy is commonly used in data transisand data storage for error
detection and correction. Trivial examples using inforioratredundancy include Cyclic
Redundancy Checks (CRC), Huffman coding [55], Automatipéd reQuest (ARQ) [18],
and Spread Spectrum [130], among others. Digital signatca@ also be considered as
such technique since they add additional information, @ €igital signature) onto primary
data to allow for data integrity verification. Other exangptd using information redun-
dancy for error detection include massive publishing [88] souting flooding [103].

While information redundancy has been widely used in detgalata corruption or
unauthorized data alternation, it cannot ensure the factreectness of the information
conveyed in the data. For example, it appears impossiblets@ry published in a news-
paper could have been tampered with since one would have ddymoany copies, if not

all, to avoid being detected. However, the truth of the stamnot be guaranteed by mas-
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sive publishing since the story may be based on a fraudubgatsburce or the author of
the story may intend to mislead. One way to improve confidentcorroborate the story
with another one of the same concern published in a diffevewspaper by a different au-
thor. If they are consistent, one’s confidence in the trutimefstory significantly increases,
assuming that each author has done his or her own due diégartthe two are not col-
luding. If two stories are inconsistent, one must be pdytfalse. This thesis applies the

same idea to improving confidence in the factual correctobssuting updates.

2.4 Dempster-Shafer Theory (DST)

Dempster-Shafer theory (DST) [121] is a mathematical thebbelief reasoning. It was
developed by Shafer based on the earlier work by Dempstér p8Bnarily Dempster’s
belief combination rule. DST has been applied to securlgted areas including reputation
systems in electronic commerce [146] and intrusion deie¢#8]. We first introduce some
basic concepts of DST, followed by an example for illustrgtihese basic concepts. We

then present the evidence combination rules in DST.

2.4.1 Basic Concepts

In DST, aUniverse of Discoursedenoted by, is a finite set of mutually exclusive and
exhaustive propositions about a domdihis often referred to as tifeame of discernment
Let U={s, s, .., s, }, and2¥ be the power-set df, i.e., all subsets of/. Each subset of
U represents a general proposition about the domain. Thredidms are associated with
U basic probability assignmentbelief function andplausible belief function

A basic probability assignmeig a functionm : 2V —|0, 1], where

m(0)=0 and Z m(S)=1.
For a given propositio CU, m(S) represents the strength of the evidence suppofing
The basic probability assignment in DST is different frora plnobability assignment in the

classical probability theory in that its domain is the powet of U instead of individual
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elements ofU. Thus,m(S) is not the probability that propositiofi is true, as defined in
the classical probability theory. It represents the stilenfevidence that will contribute to
the final belief inS.

If S contains a single element,(S) represents the strength of the evidence that directly
supports that element. If it contains two or mar€,S) represents the sum of the strengths
of the evidence that will contribute to the final belief in baxf the elements i¥. In other
words,m(S) characterizes the uncertainty of the evidence since itislear how much
the evidence will contribute to the final belief in each of #lements inS. When new

evidence comes from independent sources, such uncertaintye reduced.

A belief functionBel : 2V —0, 1] can be defined using the basic probability assignment.
For a given subset of U, Bel(S) is the sum of the basic probability assignments of all
subsets of, i.e.,

Bel(S)=Y _m(R) for SCU.
RCS

Bel(S) can be interpreted as the belief$hdrawn from all the known evidence that sup-
portsS. If S contains a single elemest, Bel(S) is equivalent to the probability that
is true based on all known evidence. dfcontains two or more elementBel(.S) repre-
sents the combined belief that any of the elementS are true. It does not represent the

probability that the elements isi are all true.

A plausible belief functiol : 2V —10, 1] can be defined using the belief function. For

a given subse$ of U, let S denote the complement 6f
PI(S)=1—Bel(S) for SCU.

PI(S) can be interpreted as the belief $hif all unknown evidence turns out to be sup-
portive of S or againstS. Since there is always unknown evidence at any moment, diee tr
belief in S, denoted byl'b(.S), is always in between the beliéfe/(S) and the plausible
belief PI(S). If all unknown evidence supports thenBel(S)<Tb(S)=PI(S). If all the
unknown evidence supporgsor is againsts, thenBel(S)=Tb(S)<PI(S).
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2.4.2 An Example

Here we use an example to illustrate the three functions i BSdescribed above. Let
U={B, R,W} be the set of representations of possible colors of a baliclwbould be
black red, orwhite B is the proposition that the ball is black,is the proposition that the
ballis red, andV is the proposition that the ball is white. The basic probghkéissignments

of U derived from some evidence are given below
m(B)=0.3 m(R)=m(W)=0 m(B,R)=0.2 m(B,W)=m(R,W)=0 m(B,R,W)=0.5

m(B)=0.3 represents that the strength of the evidence that can Igii@mtribute to
the belief inB is 0.3. m(B, R)=0.2 represents that the strength of the evidence that can
contribute to eitheB or R is 0.2. m(B, R, W)=0.5 represents that the strength of the
evidence that can contribute 8 R, or W is0.5. Bothm(B, R) andm(B, R, W) represent
the uncertainty of the evidence. Based on the basic prabyaddisignments, we can derive

the following belief functions and plausible belief furasts:

Bel(B)=Yxcpm(X)=m(B)=0.3 Bel(R)=0 Bel(W)=0
Bel(B, R)=m(B)+m(R)+m(B, R) = 0.3+0+0.2=0.5
Bel(B,W)=m(B)+m(W)+m(B,W) = 0.3+0+0=0.3
Bel(R,W)=m/(R)+m(W)+m(R,W) = 0+0+0=0
Bel(B, R,W)=m(B)+m(R)+m(W)+m(B, R)+m(B,W)+m(R,W)+m(B, R, W)=1

Similarly, we can also derive the following plausible béfienctions:

Pl(B)=1-Bel(B)=1-Bel(R,W)=1-0 =1
PI(R)=1-Bel(R)=1—Bel(B,W)=1-0.3 = 0.7
PI(W)=1-Bel(W)=1-Bel(B,R)=1-0.5 = 0.5
PI(B, R)=1—Bel(B, R)=1—Bel(W)=1-0 = 1
PI(B,W)=1-Bel(B,W)=1-Bel(R)=1-0 =1
PI(R,W)=1-Bel(R,W)=1-Bel(B)=1-0.3 = 0.7

PI(B,R,W)=1-Bel(B, R, W)=1—Bel(¢)=1-0 = 1

1By abuse of notation, we use the abbreviatiofs) to denoten({s}).
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2.4.3 The Combination Rule

Evidence from two independent sources, represented byasie probability assignments
my andms respectively, can be combined to yield a new basic proliglaiisignment;s,

using Equation 2.1.

i) Ry (YD) @

The numeratod _ o m1(X) - mo(Y') represents the aggregated evidence that supports
S,andK=>3 " .,_,mi(X) - me(Y) represents the aggregated conflicting evidence. The
denominator] — K, represents the maximal non-conflicting evidence and sease nor-
malization factor. More specifically, the denominator easy |, ms(S)=1, and has
the effect of ignoring conflicting evidence. To illustratevhthe combination rule works,

We reuse the above example and assume the following two paiebility assignments
ml(B):0.6 ml(R):0.1 ml(W):0.3; MQ(B):O.Q mQ(R):O.7 MQ(W):O.l

Using Equation (2.1), we can obtain fromy andm, a new basic probability assignment

ms. We first compute the aggregated conflicting evideR¢ehen computens.

K= Y mi(X) ma(Y)=m(B) ma(R) +mi(B) ma(W)
XNy=0

+ mi(R) - ma(B) + mi(R) - ma(W) + mi (W) - ma(B) +mi (W) - ma(R)

=0.42 +0.06 + 0.02 + 0.01 + 0.06 + 0.21 = 0.78

_ Y oxny—pMi(X) -ma(Y)  mi(B) -mo(B)  0.12 12

ms(B) 1-K T 1K 1-078 22
ms(R) = ZXﬂY:R my(X) - ma(Y) _ my(R) - my(R) _ 0.07 _ l
’ 1-K 1K 1-078 22
(W) = > xevew M(X) ma(Y) ma(W)-me(W) 003 3
’ 1-K - K 1—078 22
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Chapter 3

Literature Review

In this chapter, we review literature related to this thesisluding routing security, and

systems using information corroboration for improvingLeég.

3.1 Routing Security

We classify routing security mechanisms into two categorgecuring the control plane
(i.e., securing routing protocols) and securing the daaal(i.e., securing data forward-

ing). We next briefly review routing security mechanismsagte category.

3.1.1 Securing the Control Plane

Significant work has been done in securing routing protodesiman [103] is among the
first to recognize and study the problem of routing secuRtlman classified router fail-
ures into two categoriesimple failuresandbyzantine failuresA router with simple failure

stops functioning completely. A router with byzantine dad may continue functioning,

but not properly. A byzantine failure could be caused by Wareé faults, software bugs,
misconfiguration, or malicious attacks. Perlman proposatpdigital signatures, resource
reservation, hop by hop acknowledgments, and source mutmong other mechanisms,
to achieve robust flooding and robust routing. The proposédiens guarantee to find a

non-faulty path (i.e., all intermediate links and routenste path are non-faulty) from a

29
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non-faulty source to a non-faulty destination provided thach a path exists in the net-
work. This thesis differs from Perlman’s work in three agped) We focus on securing
existing routing infrastructures with incremental deglbjyity, while Perlman’s solution is
to build a new robust routing protocol. 2) We focus on sea@udistance vector routing
protocols (RIP and BGP), while Perlman’s work is based omladtate approach. 3) We
focus on securing the control plane only, while PerIman’sknadso addresses the security
of the data plane.

Bellovin [11] discussed security vulnerabilities of Irmtet routing protocols as early as
1989 (see also [15]). More recently, Bellovin and Gansnét fliscussed potential link-
cutting attacks against Internet routing.

Kumar [75] proposed the use of digital signatures and sespieambers for protecting
subverted network links. By gaining the control of a netwbnk, an intruder can ma-
nipulate routing updates, e.g., modifying or replayingtiog updates. Digital signatures
can prevent unauthorized modification of routing updatesqu®ntially numbering rout-
ing updates can prevent replay attacks. Kumar also propmsade retransmission and
acknowledgments for improving reliability and security.

Smith et al. [124] also made use of digital signatures andesgce numbers, and pro-
posed a loop-free path finding algorithm for securing disgarector routing protocols. By
including a new field, next-to-last-hop, in routing updat@secipient node can validate,
based on its local routing information, if a routing loop teeen formed. This approach
can prevent unauthorized modification and replay of routipdates, as well as fraudulent
routing updates that can lead to routing loops. Howevearinot prevent fraud on route
metrics, e.g., maliciously making a route distance longeshorter.

Zhang [148] suggested that public-key based digital sigieatare computationally in-
efficient for signing routing updates since both signatweeegation and verification must
be done online using computationally inefficient algorihnZzhang proposed the use of
one-time digital signatures combined with one-way hashnshfor signing routing up-
dates. While this approach is theoretically more efficidrant public key based digital
signatures, it has practical disadvantages and incurgfism message overhead.

Goodrich [45, 46] proposed a method, called leap-frog, &musing distance vector
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routing protocols. The proposed method ensures that a nedgsichooses the best route
among all the routes for a common destination it has recdnagd direct neighbors. This
approach assumes that a node will receive a route for a plntidestination from each of

its neighbors in the network, which may not be true.

Mittal and Vigna [90] proposed the use of intrusion detettior securing distance
vector routing protocols. A precomputed master routingabase contains the paths and
associated costs from every node to every other node in aorletensors are installed
on selected subnets of the network. Routing informatioateel to a subnet is extracted
automatically from the master routing database, and isilliged to the sensor installed
on that subnet. A sensor uses its portion of the master i@uiformation to validate
routing updates transmitted over its subnet. One advamtfils approach is that it does
not require modifications to the routing protocol to be sedutthus it is incrementally
deployable. However, it also shares the disadvantage ef a@itrusion detection systems
that it can detect but cannot prevent fraudulent routingatgslfrom spreading across the

network.

Hu et al. [52, 53, 54] proposed several efficient mechanisimgone-way hash chains
and authentication trees as construction primitives fousag distance vector routing pro-
tocols. Their approach can prevent false routing updatdsaertain frauds, such as short-
ening the distance of a route (referred tcshsrter distance fraud However, some other
frauds are not addressed, for instance making the distdneeaute longer (referred to
aslonger distance fraud Another disadvantage is that it significantly increasessage
overhead since each route must include one or more hashsualasithenticate itself, for

instance ] 28 bits per hash if using hash function MD5 [113].

Pei et al. [101] proposed a triangle theorem for detectingstjanable RIP adver-
tisements. Probing messages based on UDP [105] and ICMP §t66used to further
determine the validity of a questionable route. One disathge of this approach is that
a probing message can be manipulated. For example, a noddisuhg an invalid route
can convince a receiver that the route is valid by: 1) maaijnd) the TTL value in a prob-
ing message; or 2) sending back an ICMP message (port uagagton behalf of the

destination of the probing message.
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Considerable research has been published on improving BAGRity. For a thorough

analysis of BGP vulnerabilities and protections, see MuipB, 92].

Goodell et al. [44] proposed a protocol, namely Inter-donRouting Validator (IRV),
for improving the security and accuracy of BGP. In this ajpgig each AS builds an IRV
server which is authoritative of the inter-domain routingprmation of that AS. An IRV
server maintains a routing database, which is separated ot needs to be synchronized
with, the routing tables of BGP speakers. An IRV server cagrgjanother IRV server to
verify BGP update messages received by its hosting AS. Ipgsrprefix origination and
AS_PATH could be detected by uncovering the inconsistenuyra responses from other
IRV servers. One advantage of IRV is that it supports incraaledeployment since it
does not require changes to the existing routing infragirec However, it is considered
as a second line defense mechanism since it detects inc&@# routing information,
but does not prevent it from propagating. Another challeafthis approach is to syn-
chronize two separate routing databases respectivelytana@a by an IRV server and a
BGP speaker. There is some similarity between the IRV meéimadthe information cor-
roboration proposed in this thesis, i.e., they both comsidédating routing updates by
corroborating them with data from different, albeit po$sitlependent, sources. However,
the detailed validation mechanisms are completely differdloreover, the mechanisms
proposed in this thesis are intended to be integrated wighieg routing protocols and val-
idate routing updates dynamically, while IRV runs in paghlith the existing BGP routing

infrastructure.

S-BGP [72, 71, 120] is the most complete and concrete sgqroposal to date for ad-
dressing BGP vulnerabilities. S-BGP makes the use of der@dbPKIs for authenticating
AS numbers and IP prefix ownership. S-BGP PKIs are rootedR$Rind run parallel to
the existing hierarchical system of AS number assignmeatiBraddress allocation (see
discussion on IP address allocation in §2.1.3). AS_PATEgnty is protected using nested
digital signatures. More discussion on S-BGP is given ir3887.

SOBGP [144] proposes the use of a web-of-trust model for ASiplkey authentica-

tion, and a centralized hierarchical model for IP prefix owghé verification. AS_PATH

is verified for plausibility by checking against an AS topgjyograph. Each AS issues a
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certificate listing its neighboring ASes. A global AS gragnde constructed from those
certificates, and is used for verifying the existence of an R H. See §7.3.2 for more

discussion on soBGP.

Kruegel et al. [74] proposed a model of AS topology augmentighl physical Internet
connectivity to detect and stop anomalous route announusmeheir approach passively
monitors BGP control traffic, and does not require modif@atio the existing routing
infrastructure. Therefore, it would appear easy to depligadvantages of this approach
include: it requires information about physical Interngpdlogy (e.g., distance between
two ASes), which might not be practical, and it cannot st@udulent routing updates

from propagating on the Internet.

In a rigorous study of prefix origination authenticationeho et al. [3] formalized the
IP prefix delegation system, presented a proof system, abped efficient constructions
for authenticating prefix origination. Real world routingormation is analyzed and used
to reconstruct the IP prefix delegation graph over the ltermhey discover that the cur-
rent prefix delegation on the Internet is relatively statid @ense, but also note that it is

extremely difficult, if not impossible, to determine suchedgmtion structure.

Listen and Whisper are mechanisms proposed by Subramaraari 5] for protect-
ing the BGP data plane and control plane respectively; trehest used together. The first
approach (Listen) detects invalid data forwarding by datgcincomplete” (as defined in
[125]) TCP connections. Whisper uncovers invalid routimp@ncements by detecting
inconsistency amongath signature®f multiple update messages, which originate from a

common AS but traverse different paths.

Hu et al. [51] proposed a Secure Path Vector (SPV) protoagosdéouring BGP. SPV
makes use of efficient cryptographic primitives, e.g., antltation trees and one-way hash

chains for protecting AS_PATH, and it is argued that it is enefficient than S-BGP.

Many researchers have explored the security of link statieg protocols (e.g., OSPF)
[103, 94, 30, 29, 21, 141, 104]. Securing wireless ad hoc ortsvhas also attracted
extensive interest [149, 84, 149, 22, 52, 53, 147, 54, 13@&puRation-based systems have

been proposed for facilitating trust establishment inteteic commerce [110, 146].
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3.1.2 Securing the Data Plane

Traditionally, securing the data plane has received lgsstn than securing routing pro-
tocols, primarily because forwarding failures do not hdneesame cascading effect as rout-
ing protocol failures. For example, a misbehaving router mwasforward packets passing
through the router, but this does not affect other routensivérding behaviors. Recently,
the advancement of mobile ad hoc networks (MANETS) has geeesignificant interests
in this area due to the fact that mobile nodes are often resamanstrained and forwarding
misbehaviors in a MANET can cause more serious consequéme®n the Internet. We

next briefly review some proposed approaches for securingdla plane.

Perlman [103] proposed the use of hop-by-hop packet aclaummhent for detecting
packet loss, and source routing for retransmitting packetthis scheme, a router receiv-
ing a packet is required to send an acknowledgment back teoilmee of the packet. If an
acknowledgment is not received by the source within a tinrelatv, the packet is consid-
ered lost, and is retransmitted using a different path. iwmiay, failures such as link-down
or malicious packets dropping will be detected. Disadvgesaof this approach include: 1)
hop-by-hop packet acknowledgment generates significawomnke overhead; and 2) source

routing is considered impractical on the Internet.

Cheung et al. [30] proposed a probing method for mitigatieigial of service attacks in
a fixed routing infrastructure using neighborhood probingheir method, a testing router
sends a probe message to a tested router along a path whishrstan the testing router,
goes through the tested router, (or with one or more welbbett intermediate routers
sitting in front of the tested router) and ends at the testinger. If the probing message
can successfully arrive at the testing router, the testatergroved being well-behaved.
This approach requires a testing router to have a privateeadavhich allows it to generate
a packet destined to itself but which goes through the tesietér, which may not be

practical.

A distributed monitoring approach is proposed by Bradleglef21] for detecting dis-
ruptive routers. This method is based on the principle thateceived packets not destined

for the recipient router should leave that router. Eacheontaintains several counters for
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each of its neighbors, and each counter stores the packdierurha certain type. All
routers within a common AS exchange their counters peradigi¢or by request); any
routers dropping packets can be detected and further ésblakhis is an interesting ap-

proach, but some of its assumptions are not practical.

Padmanabhan and Simon [99] proposed a secure tracerowoieate faulty routers on
the Internet. In their approach, end hosts monitor netwa@#opmance. If the perfor-
mance of an end-to-end communication to a particular detstim degrades, eomplaint
bit is set in all subsequent packets to that destination. cbineplaining host or its closest
router can initiate a troubleshooting process if sufficigatkets with the complaint bit set
are observed. The troubleshooting node first sends a seeagerdute packet to the next
hop, which can be derived from its routing table. The rouéeeiving the secure tracer-
oute packet should send a response back which also includesténop address. This
process repeats until a faulty router is located (no tragercesponse received from that
router) or every router on the path to the ultimate destimgproves healthy. Shared secret
keys are negotiated between the diagnosing node and theodiad) one. Cryptographic

mechanisms are then used to provide various security &srigcg., authentication).

Marti et al. [84] proposed and implemented two protocolsdetecting and mitigating
misbehaving nodes in MANETSs based on Dynamic Source Ro(&R) [62] byover-
hearing neighborhood transmissions. Let nofldorward toB a packet originated from
Sand destined t®. With this approachA will overhearB'’s transmission to confirm that
B indeed forwards the packet along the routing path to the negt say node€. If node
A does not overhear such a transmission, the tally of migislenisbehavior increases. If
the tally exceeds a preconfigured thresh@ds classified as misbehaving and the origi-
nating nodeSis informed. After learning thaB is misbehavingSwill rate B with a small
negative value. Sinc8uses the paths with the highest metrics taking into accolutiteo
node ratings, the result is thRAis excluded from the network for a certain period of time if
not permanently. This method is effective in detecting misying nodes that are one-hop
away. To monitor the behavior of nodes two or more hops awag,@as to rely on the
information from other nodes, which introduces the vulbéity that well-behaved nodes

could be excluded from the network by malicious or incorgmtusation. Such malice is
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often referred to ablackmailattacks.

Buchegger and Le Boudec [22] developed the CONFIDANT pmtéar encourag-
ing node cooperation in dynamic ad-hoc networks. Each nan@tors the behavior and
maintains the reputation of its neighbors. The reputatidormation may be shared among
friends. A trust management approach similar to PGP is usedlidate received reputa-
tion information. Nodes with low reputation may be isolatesin the network. Thus,

nodes are encouraged to be cooperative for their own interes

Awerbuch et al. [7] proposed a secure routing protocol feisteng byzantine failures in
MANETSs. This method requires an ultimate destination tads@m acknowledgment back
to the originator for each of its successfully received gasklf the loss rate of acknowl-
edgment packets exceeds the predefined threshold, whieh sfightly above the normal
packet loss rate, the route used for sending packets fromaheee to the destination is
detected as faulty and a binary search probing techniquegkyed to locate the faulty
link. The disadvantages of this protocol include: 1) it@uuces significant routing over-
head, especially when communication patterns are asynunatid 2) a data packet with
an inserted probe list can be distinguished from those witpoobe lists, despite the fact
that the probe list is encrypted by each forwarding routed, iacannot be tampered with.
Thus, a malicious node can defeat this method by treatinigipggackets differently than
other packets. For example, a malicious node can avoidtitatdry dropping data packets
without probe lists but forwarding other packets.

We proposed a proactive distributeabbingtechnique [65] for detecting and mitigating
the malicious packet dropping attack. In this approachryemede proactively monitors
the forwarding behavior of other nodes. Suppose Mddants to monitor the forwarding
behavior of nod®. Awill send a probe message to a node one hop awayB,@ay to node
C. Cis required to respond to the probe message by sending bacdkaowledgment té.

If Areceives the acknowledgment within a time window, it acta esnfirmation that node

B indeed forwarded the probe messag€t&ith the assumption that a probe message is
indistinguishable from a normal data packi&tonfirms thaB also forwards other packets
properly.

Malicious nodes silently dropping packets exhibit the sdmleavior as selfish nodes,
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which may choose to drop packets for the sake of saving theiramnstrained resources,
such as battery or CPU cycle. Selfishness and its threatstwrkeperformance have
been well studied by Roughgarden [115]. Incentive mechasisave been proposed to
encourage selfish nodes to be cooperative and to forwarcesaftk others. The probing

scheme proposed in [65] can also be used to detect and raitlygaselfishness problem.

3.2 Information Corroboration

In this section, we review some areas in which informatiomai@oration has been used for
increasing confidence in truth of information, and imprgveystem security.

The main idea behind information corroboration is to take account multiple sources
to reduce the likehood of accepting false information framme faulty sources. Assume
there aren entities, and the probability that each entityi<n lies is0<p;<1. p;=0 and1
respectively represents that entitpever and always lies. The probability that all entities
lie at the same time i§]} p;, which will be less tham, except in the case that1<i<n
p;=0 or 1. In these cases, all entities always tell the truth or alwigyshus corroborating
many of those entities does not yield additional benefit.

This simple idea is behind many mechanisms used for impgowabustness, fault tol-
erance, or availability, all of which mitigate risks assded with single points of failures.
Here we present two such examples. A brief survey on methwdschieving compromis-
ing tolerance using independent corroboration is given BiirK[66]. More recently, van
Oorschot proposed the use of information corroboratiomébieving authentication [127],

for example, email source authentication.

3.2.1 Web-of-Trust

As discussed in 82.2.3, itis critical to ensure the autleggtand integrity of a public key in
order for a public key based mechanisms to be effective. iWah administrative domain
where a common trust can be established among all entitissstraightforward to have
public key certificates used with the domain signed by thernonly trusted certification

authority to protect and establish trust in public keys. Ildeer, it continues to be viewed
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as impractical to assume a common trust anchor over thenktitésr various reasons such
as political, economical, cultural, and religious reas@mong others. A web-of-trust is
a non-hierarchical model for establishing trust in a pukéy and entity binding, which
usually employs information corroboration in the abserf@eammonly trusted authority.
In a web-of-trust model, the trust in a public key and entityding is obtained based on

the number of parties signing that binding and a verifiedsttin the signing parties.

We use Pretty Good Privacy (PGP) [153] to illustrate how a-e@ktyust model works.
In PGP, trust relationships can be represented by a dirgctethGG=(V, E), where vertices
u,veV are bindings of a public key and an entity (abbreviated k&ytyebindings), and
a directed edge—v represents that key-entity bindingis signed using the private key
corresponding to the public key in the key-entity binding In other words, key-entity
binding v is endorsed by the entity in the key-entity binding A vertexv may have

multiple incoming edges, indicating thais endorsed by multiple entities.

A trust value is manually assigned by one entity to anotheprasenting a personal
opinion of the trustworthiness of that entity. In PGP, one¢haf following trust categories
can be assigned to an entitiylly trusted, marginally trusted, untrustedndunknown A
key-entity binding is trusted if it is endorsed by a fully $tad entity or by two or more

marginally trusted entities.

In the former case, trust in the authenticity of a public kegxclusively obtained from
the full trust in the signing entity. In the later case, trissbbtained collectively from the
marginal trust in the multiple signing entities. The idedibe such trust is that a sin-
gle marginally trusted entity may misbehave and errongogigh a key-entity binding in
which the public key actually does not belong to the boundyertiowever, the likehood
that multiple signing entities misbehave altogether isliikow. Thus, confidence increases
in the authenticity of a key-entity binding if it is signed thultiple albeit marginally trusted
entities. However, it has been pointed out by Reiter andt@étine [108] that this model
has some problems, which arise from the fact the one useeisytstem can have multiple
identities and hold multiple key-entity bindings. In othveorlds, the multiple signing par-
ties of a key-entity binding could be the same user. As atesu user can create multiple

key pairs, and use them to “manufacture” the equivalencaadesement from several par-
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ties, thus defeating the purpose of information corrobonatThis problem illustrates the

importance of identity authentication in a system.

3.2.2 Email Authentication

We start with a brief overview of the Simple Mail Transfer ! (SMTP) [107, 61],
then show how a sender address can be spoofed, and end wisicrgptien of an email

authentication proposal which makes use of informationatmration.

SMTP Basics

SMTP is the IETF standard protocol for transferring elegitamail on the Internet. It
defines a set of commands that can be exchanged between tties gar mail trans-
fer, along with a set of command status codes. Figure 3.4tillites the SMTP message
flow between an originating SMTP server representiage.coni and a receiving SMTP
server representingobb.com for delivering an email message frooxX@alice.corhto
“yl@bob.corh Note the sender address specified by the SMTP command “HEBb@
“MAIL FROM” can be forged to an arbitrary address if the mahger representingiob.com
does not employ any authentication mechanism. This is gxet vulnerability exploited

by spammers.

Sender Address Spoofing

A spammer usually sends to a large number of recipients iaiteol emails with spoofed
sender addresses. Since SMTP does not verify the authgrdfcan originating party’s

domain name, a spammer can use a single SMTP engine (e.ginguwn a compromised
PC) to send out a large number of spammed emails with arpiprarported sender ad-
dresses. Figure 3.2 shows how an attacker sends out a spoe$sdge fromdttack.cor

to “bob.comi using “alice.coni as the sender domain.



3.2. INFORMATION CORROBORATION

40

mail client
x1@alice.com

mail client
yl@bob.com

' SMTP Server SMTP Server ,
i alice.com bob.com H
i 15.15.2.7 10.10.1.8 '
mail client Telnet bob.com 25 mail client
xn@alice.com 220 bob.com yn@bob.com
HELO ( alice.com
250 OK _—Can be forged!
MAIL FROM: (x1@alice.com
250 OK
RCPT TO: y1@bob.com
250 OK
DATA

354 Enter msg

bla bla bla (msg body)
250 OK

QuIT

Figure 3.1:SMTP message flow

SMTP Server
alice.com
15.15.2.7

SMTP Server
attack.com
20.20.3.6

SMTP Server
bob.com
10.10.1.8

Telnet bob.com 25
220 bob.com

HELO (alice. co "
250 OK | _—forged!!!

MAIL FROM: ( x1@alice. coa

250 OK

RCPT TO: y1@bob.com
250 OK

DATA
354 Enter msg

Y1 - you win a lottery!
250 OK

QuUIT

Figure 3.2:Spamming - sender address spoofing
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Email Authentication

A number of mechanisms have been proposed for fighting spaautiwenticating sender
addresses. Sender Policy Framework (SPF) [79] is a poputgropal which has been
adopted by a number of organizations. While SPF has beeninethiwvith Microsoft's
Caller Identifier proposal [31] into a new proposal, namedpn&er ID [82], it is reviewed
here independently for the sake of completeness. SPF esgaidomain running SMTP
servers to publish in its DNS records the identities (elg.atldresses) of its authorized
outgoing SMTP servers. An SMTP server implementing SPF eaifyvthe authenticity
of a sender address (i.e., the domain name in the MAIL FROM)fiey checking the
consistency between the IP address of an originating SMiMeisand the IP addresses of
the authorized SMTP servers published by the sender domain.

For example in Figure 3.2alice.coni publishes in its DNS5.15.2.7 as the IP address
of its authorized outgoing email server. To publish the ldradses of authorized email
servers, a domain needs to add new records, namely SPF seaualits DNS records.
A verifier can then look up in DNS SPF records the IP addresk#geauthorized email
servers for a particular domain. Upon receiving froattack.cormithe SMTP commands
“HELO alice.coni (which can be omitted by a sender) or “MAIL FROMIlice.coni, the
SMTP server in bob.comiverifies the sender IP addres¥):20.3.6” against the IP address
of the authorized SMTP server published ai€e.coni which is “15.15.2.7". Since they
are inconsistent, the SMTP server ibwb.com” detects that this email has originated by
an unauthorized party (or with a spoofed sender addresd)thars can reject it. If ev-
ery domain adopts this mechanism, a significant amount ahapaht be detected and
dropped.

The trust in the authenticity of a sender’'s domain name iainbd due to the fact that
it is unlikely, albeit possible, that a spammer can modify®iécords which are separate

from email services.
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Chapter 4

A Framework for Securing Routing

Protocols

4.1 Introduction

All existing Internet routing protocols assume a trustiwgrenvironment, where routers are
trusted to follow routing protocol specifications and bemamative. Such an assumption
was reasonable during the early stages of the Internet wieenumber of devices con-
nected to the Internet was relatively small and the use ditfeenet was limited to a small
non-hostile population (e.g., research communities).ay&dinternet connects hundreds
of millions of computers and spans almost the entire worldhil®vmost Internet users are
well behaved, there are many who are constantly trying téogdmternet vulnerabilities
for a variety of reasons including information warfare, fingl gains, and personal glory,
among others. Thus, the trustworthy Internet does not exriginore and cannot be safely
assumed by routing protocols.

Instead, we need to assume a hostile environment for Iriteonéing protocols, in
which legitimate routers can be compromised and unauthdrievices can join the op-
eration of routing protocols, which are usually designethwaull or weak authentication
mechanisms. In other words, a routing protocol should bé&ded to withstand inside
misbehaving routers or byzantine failures. Routing prok®evith this property are com-

monly referred to as tolerating byzantine failures or hg\bgzantine robustness [103]. In

43
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contrast, traditional routing protocols can tolerate amansient failures, e.g., temporary
link failures, and do not have byzantine robustness.

In this chapter, we propose the use of information corraimmeor enhancing the se-
curity of Internet routing protocols. While corroboratibas been used in many other areas
for improving confidence in the truth of information and fesisting failures, to the best
of our knowledge, it has not been systematically applie@ting protocol security.

The rest of the chapter is organized as follows. In 84.2, vesgmt a threat model for
routing protocols. In 84.3, we summarize a number of gersgaurity goals for routing
protocols, which will be instantiated by a particular rowgtisecurity proposal, e.g., by S-
RIP or psBGP. In 84.4, we present security mechanisms fdewoly the above routing
protocol security goals. More specifically, we review cographic mechanisms, and pro-
pose the use of information corroboration for verifying thetual correctness of routing
updates. 84.5 presents a rating mechanism for measuringifteorthiness of nodes (e.g.,
routers or ASes) since node behaviors are usually unpeddécin a hostile environment
and they cannot be fully trusted or distrusted forever. Amamethod is proposed for
computing combined confidence in an assertion that is ceméiamong a corroborating

group. We show that this method is consistent with the Deeng3hafer theory.

4.2 A Threat Model for Routing Protocols

Routing protocols face many threats. In this section, weemea threat model that iden-
tifies the sources of threats, and a selective threats whichld be addressed to make a

routing protocol safe.

4.2.1 Sources of Threats

An interconnected network consistsroluters(i.e., nodes running routing protocols and
actively exchanging routing information with otherspsts(i.e., nodes not running any
routing protocol or not actively exchanging routing infanon with any other), and net-
work links which connect routers and hosts. Threats against a routaiggol can be from

routers, hosts, and network links (see Figure 4.1). Thrigats a legitimate router are
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commonly referred to amsidethreats, and from a host or network link are referred to as
outsidethreats. Accordingly, an attacker in control of a legitimabuter is referred to as

aninsider, and one in control of a host or network link is referred to msatsider

O router O host

X: acompromised device

Figure 4.1:Threats can be from a router, a host, or a network link.

Inside and outside attackers usually have different céifabiin terms of the threats
they can initiate against a routing protocol, especiallyewltryptographic mechanisms
are implemented for protecting routing protocols. An iesits considered to have full
capability, but an outsider is not. For example, an insides all cryptographic keying
materials, and is indistinguishable from a legitimate eoutAn outsider has no access to
legitimate cryptographic keying materials, thus its calitgihs limited.

When no cryptographic mechanism is implemented on a rotitere is still a slight
difference between the capabilities of an insider and asidert. For example, an outsider
may not be able to inject routing updates into the networkaaflyeas an insider. However,
such a difference is considered insignificant, and thus werggit here. In other words, an
outsider is treated equivalent to an insider when no crypjalgic mechanism is used.

An outsider in control of a host in a network can turn the hosb ia router by run-
ning proper routing software on the host, and may then becameasider by exploiting
vulnerabilities ofneighbor authenticatiomechanisms used by a routing protocol. For ex-
ample, a BGP session is based on TCP. Without proper neighltbentication, any host
in the network can establish a BGP session over TCP with éiregfie BGP router and
become a legitimate BGP speaker. In other words, an outsatereadily become an in-
sider by exploiting the neighbor authentication vulneigbof a routing protocol. Such an

exploitation is referred to aseighbor spoofing
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An outsider in control of a network link can also become arndiesby tapping a host
onto the link and launching neighbor spoofing. A compromisevork link may or may
not directly connect two legitimate routers. An attackes n@ore capability in the for-
mer case than in the latter since it has direct access to,cdrusnanipulate, routing up-
dates transmitted between two legitimate routers over dngpcomised link. In the latter
case, an insider has no such capability. However, such angatye diminishes if cryp-
tographic mechanisms are implemented for protectingmguipdates. For simplicity, we
treat threats from a network link the same way as from a hastekample, in Figure 4.2,
if the direct link between nodes, andvg, denoted by (vs, vg), is in the control of an ad-
versaryv,,,, e(vs, vg) becomes a path fromy to vs via v,, that is controlled by an adversary.
In other words, threats that can be launched from ¢ifik, v5) can now be launched from

hostv,,.

o o
o

500 bodE
o e

Figure 4.2:A compromised network link changes the network topology.

To summarize, an interconnected network can be modeled empa@=(V,, V;, £),
whereV, is a set ofwell-behavedr good nodesy; is a set ofmisbehavingr bad nodes,
and E is a set of edges connecting nod&g.can be further divided into two subsets: one

containing insiders and the other containing outsiders.

4.2.2 Direct Threats

An attack against a routing protocol can be modeled in thresgs:pre-attack during-
attack andpost-attack Prior to an attack, a malicious party will try to gain cortob as

many legitimate routers as possible, and to introduce ay matside misbehaving routers
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as possible. In other words, an attacker may try to incrdeseumber of both inside and
outside misbehaving routers, and use them to launch att&olgain control of a legitimate
router, an attacker can exploit software vulnerabilitied aperating system weaknesses,
or influence an authorized owner of that router (e.g., bya@mgineering), among other
techniques. These threats are not considered direct shagainst a routing protocol since
they do not directly exploit any routing protocol vulneriglgi Besides, other protocols
or applications running on the router can also be affectethbge threats. Introducing
outside misbehaving routers into a routing infrastructigeally involves exploiting routing
protocol neighbor authentication weakness, thus is censttito be a direct threat.

After an attacker controls one or more misbehaving rouiassde or outside), he may
start to launch attacks against a routing protocol to causatar to misbehave. Recall the
operation of a DV routing protocol. A router receives inp(its., routing updates) from
direct neighbors, processes them along with local configursibased on routing protocol
specifications, and produces outputs (e.g., routing upiiide further propagated to other

routers. Thus, for a router to operate properly, the follmyconditions must be met:

1. the routing protocol implementation running on the romest conform to the rout-

ing protocol specifications;

2. local configurations must be correct — in other words, thigar must not be miscon-

figured; and
3. inputs received from other routers must be correct.

An event resulting in the violation of any of the above coiadlis can cause a router to
misbehave or to operate improperly. Thus, an attacker adarpethe following malicious
actions. First, it can manipulate a routing protocol impbetation to cause deviation from
its specifications. Second, it can misconfigure a router efitbneous data. Third, it can
directly manipulate outputs of the router, which are to béhker propagated. For example,
it can modify, delete, insert, or replay routing updated.ohkthe above attacks will result
in erroneous routing updates to be propagated to otherreoute

A routing protocol may use the same database for both packeafding and routing

update advertisements, or use a separate one for each uhptise former case, all three
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types of attacks have the same consequences, i.e., a misiphauter will misforward
packets based on incorrect routing tables, and advertiseemus routing updates to other
nodes. In the latter case, manipulation of routing updatdsetadvertised to other nodes

does not affect the local routing table since they are sépé@m each other.

After the above attacks, erroneous routing updates wilbagate from a misbehaving
router to other misbehaving or well-behaved routers. A\wehaved router using an erro-
neous routing update as input to its routing protocol opematill end up with an incorrect
routing table, and thus will misroute user packets. In aoldjtit will also propagate in-
correct routing updates to other nodes. Example consegaenclude denial-of-service,
i.e., user packets cannot reach their ultimate destingtiand loss of confidentiality and
data integrity, i.e., user packets are misrouted to a looati the control of an adversary.
If the objective of an attacker is to cause denial-of-se&racdisrupting routing operations,
such an objective has been achieved. If there are othertolgigce.g., traffic interception,

additional actions need to be taken. Further discussioeyier the scope of this thesis.

4.2.3 Indirect Threats

A routing protocol is also vulnerable to threats againstiitderlying protocols. For exam-
ple, BGP is based on TCP, and thus vulnerable to all threatisstgTCP (e.g., TCP reset
attacks [142]). These threats can be better addressed aotresponding protocols, and
are not considered in this thesis. However, some of thegsatdhican be mitigated by the

proposed cryptographic mechanisms for countering diheetts against routing protocols.

4.3 Security Goals for Routing Protocols

Based on the above threat model, we propose a set of geneugdtgegoals that should
be achieved by a serious proposal for securing routing potgo particularly based on a
vectoring approach. These security goals address diregdtthto routing protocols, but

leave most indirect threats not addressed. Thus, theydinotibe considered sufficient.
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1. Data Origin Authentication A router should be able to authenticate that the sender
of a routing update is the entity whom it claims to be. Thisfsradamental security
goal for most distributed systems, and it holds for routingt@cols as well. It aims

to prevent entity spoofing. In addition, it provides datagrity.

2. Data Integrity. A router should be able to authenticate that a receivednguip-
date has not been tampered with. This is also a fundamemadisegoal for most
distributed systems including routing protocols. It aimptevent unauthorized mod-
ification of routing updates. While data origin authenti@atprovides data integrity,

it is presented here as a separate routing security goalpba&size its importance.

3. Data Truthfulness A router should be able to verify the truthfulness of theoinf
mation carried in a routing update. More specifically, a ilmgiupdate contains a
number of fields, each of which or in combination with otheas be interpreted
as an assertion of a particular aspect of a route for reachtggstination. A router
should be able to verify the truthfulness of such assertidrgs goal aims to pre-
vent a router from accepting false routing information,.e@esa router’'s continuous

proper functioning, and stop fraudulent routing updatemfspreading.

4. Neighbor Authenticationt is also desirable that a router is able to verify that heot
router requesting to establish a neighbor relationshigndmg it routing updates is
authorized to do so. This goal aims to prevent an unauthehengity from partici-
pating in routing protocol operations, thus reducing thaltoumber of misbehaving

routers that can be controlled by an adversary.

4.4 Security Mechanisms for Routing Protocols

Different techniques are used in this thesis for achievextheof the above security goals
(cf. 84.3). We begin with a brief summary of how to achievefiret three goals, followed
by a discussion on how to use information corroboration érieving the fourth goal, i.e.,

data truthfulness verification.
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4.4.1 Cryptographic Mechanisms

Cryptographic mechanisms can be used to achieve data augfirentication and data in-
tegrity. For example, if two parties share a secret key, BgssAuthentication Codes
(MAC) [87, p.111] can achieve data origin authenticationclhincludes data integrity. If
each party holds a public and private key pair (and can vérdyauthenticity of the public
keys of others), digital signatures can achieve both. Tiraneing challenge is to choose a
proper cryptographic mechanism which is suitable to a @aler routing protocol with its

practical constraints.

To achieve neighbor authentication, it appears sufficeeapply suitable cryptographic
mechanisms for data origin authentication in conjunctidtin wertain prior knowledge of
the topology of the network which is to be secured. For examgoh intra-domain routing
protocol runs on a network within an administrative domaline personnel responsible
for the network management usually design, deploy, and taiaithe routing infrastruc-
ture. Thus, they have prior knowledge of which router cotgexwhich. Such knowledge
can be distributed to routers to prevent them from estahblisheighbor relationships with
unauthorized devices. In an inter-domain routing protocohnections between ASes are
primarily determined by business agreements. In other syand AS is allowed to di-
rectly connect to another AS only when there is a businesseaggnt between them (see
82.1.3 for AS business relationships). Thus, each AS hdgisut knowledge of which
other ASes are neighbors. Other techniques (e.qg., [42]alsanbe used to detect neighbor
spoofing. For example, two BGP speakers with a direct BGHmease usually located
within one or two hops. By restricting the Time To Live (TTL¢Hll (which has a maximum
value of 255) in received packets to certain values (e.@,d@%igher), a BGP speaker is
able to detect and drop malicious packets (e.g., requeststablishing a neighbor rela-
tionship) originated from hosts three or more hops awayh3echnique can significantly

reduce the risk for accepting malicious packets, albeihoaremove them completely.
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4.4.2 Information Corroboration

While cryptographic mechanisms are effective in data oraithentication and data in-
tegrity, they cannot guarantee data truthfulness. We \aelieat corroboration plays an
important role in improving confidence in information whde ttrusted authority of that
information is not available. Assume that Alice sends Bobessage. After authenticating
the origin of the message, Bob next needs to assess itauin#sE. The assessment process
can be modeled as a function, which takes a number of inpudigppduces an output, i.e.,

the message is true or false. (Figure 4.3).

Third Party Inputs

Originator's inputs Truthfulness m's
(including m) Assessment Truthfulness
Recipient's
Inputs

Figure 4.3:A trust model for assessing the truthfulness of a message

Parties involved in the assessment process include Aliob, Bnd third parties. As-
sume only one of them is authoritative of the message. Indbe that the message contains
multiple pieces of information each of which has its own awitly, the message can be di-
vided into smaller units each of which is assessed separfateits truthfulness. Many
factors need to be considered in evaluating the truthfglnéa message. We classify them

into three categories:

1. A set of inputs from the originator of the message, ineclgdhe message itself and

other supplementary information.

2. Aset of inputs from the recipient of the message, inclgdie recipient’s knowledge
of the information conveyed in the message, previous egpee with the message

originator, trust in the message originator, among others.

3. A set of inputs from third parties related to the messagsyding direct opinions of
a third party in the message, or relevant information fromiatparty that is useful

to the assessment (e.g., for cross consistency checks).
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With these inputs, the truthfulness of the message can leendieted as follows:

1. If the originator of the message is authoritative, thépieat trusts the message im-
mediately, provided that the message integrity is guaeahtee., it was not modified
in transit after being originated by the actual originatétowever, there remains
some risk in fully trusting an authority since it is possitiat the authority being

fully trusted misbehaves.

2. If the recipient is authoritative on the message, an imatedlecision can also be
made regarding its truthfulness. This is ideal since thesssaent can be done inter-
nally without the involvement of any third party. While eaftity can try to acquire
as much information as possible to become more authoetatiis usually the role

played by an entity that determines its authority.

3. If a third party is authoritative on the message, the renipshould consult with the
third-party authority regarding the truthfulness of thessege. Bottpolling and
pushingmodes can be used for obtaining the opinion of the authdntthe polling
mode, the recipient solicits the authority’s opinion whequired (i.e., on-demand).
In the pushing mode, the authority voluntarily makes itsnagm available to the

recipient and others in a manner guaranteeing data origireatication.

4. If the message authority is not available, the recipieeids to consult with entities
who might have certain albeit incomplete knowledge regaydhe message. Since
none of them is authoritative on the message, their opirsbosild be corroborated
to form a conclusion on the truthfulness of the message rimdtion corroboration
is an important technique here due to the fact that in mangscastrusted authority

either does not exist or it is impractical to contact the aritia in real-time.

5. If no entity is authoritative or has partial knowledge be message, the recipient
may resort to relying on its local knowledge to determinetthstworthiness of the

message.

The output of the assessment procedure is usually a binaryiodie that the message

is either true or false. To achieve more flexibility, we useuaeric value to represent
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the trust degree or thigeliefin a message (see 84.5). The higher the value, the stronger
the perceived trustworthiness of the message. Withoutdogenerality, we normalize the
value representing the belief in a messag@ta]. In conjunction with local parameters
(e.g., trust thresholds), a belief in a message can be useéetéomine whether or not a

message is trustworthy.

4.5 A Rating Mechanism

We propose to use a rating mechanism for measuring the tutivwess of nodes in a net-
work. Each nodeé assigns a numerical value in the rarigel| to every other nodg in a
routing domain, denoted by(;), representing’s confidence iry’s trustworthiness, e.g.,
in the truthfulness of a routing update from The higherr;(j) is, the greater confidence
i has inj’s trustworthinessr;(j)=0 and1 represents thatfully distrusts and trustg re-
spectively. While any numeric value can be used for nodagawithout loss of generality,

we normalize it tdo, 1].

Nodei’s rating of j can be static or dynamic. In the former casis,preconfigured with
an array of ratings for other nodes in the network, and thegatrray remains unchanged
unless updated manually. In the latter case, a node is asompiigured with a rating array,
but will dynamically update the array based on certain raleg local parameters. The
main advantage of dynamic ratings is that they can autoaibticeflect node behavior
changes in the rating array. For example, a node continuqueliding correct routing
updates will be gradually rated higher, and one providiagdulent information (which is
detected as such) will be rated lower over time (but nevestréaunless rated initially).
One disadvantage of this dynamic approach is that it intedwa new vulnerability that
the rating of a well-behaved node might be decreased duedcategorizing its routing
information (e.g., caused by wrong accusation from malisinodes). In contrast, static
ratings do not have this vulnerability. However, they hdwe drawback that the nodes’

recent behavior cannot be automatically reflected in thegatrray.
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45.1 Combined Confidence

To support corroboration, we next present a method [136téonputing the confidence
value in a statement which is consistent among a set of asse(see §85.3.4 and 86.5.1)
made by a group of nodes (e.g., routers or ASegpfaoboratinggroup) based on one’s
ratings of those nodes.

Let vy, .., v, be a group of nodes which independently produce a set of stensias-
sertionsa,, , .., a,,. Let A, .., abbreviated by ,, denote a common subset that can
be derived from each of the aboweconsistent assertions. The precise meaning;0f;
depends on the type of consistency in question (see 85.8.8@&bB.1). We next show how
nodew; computes a confidence value or a beliefjn ,,;, denoted; (A .,;), based on;’s
ratings ofuy, .., v, in the corroborating group. By definition;’s rating ofv;, 1<j<n, rep-
resents);’'s confidence in the assertiap, made byv; or a subsed,, derived froma,,, i.e.,
bi(A;) = bi(ay,) £ r;(v;). Where there is no ambiguity, we omit the subscript-an
ri(v;), and onb in b(Aj1..,). We defined as the operator for combining confidence in two

consistent assertions(\;;.,,)) is defined as:

r(v1) if n=1
b(An)) = b(Ao) & .. ®b(Ao,) = 7(va2) + [1 — 7(v2)] - b(Ay) if n=2 (4.1)
T(Un) + [1 — T(Un)} . b()\[l..(n—l)}) if n>3

The rationale behind equation (4.1) is that one’s confidémtee correctness of an as-
sertion increases when the number of nodes endorsing g&tias increases. The amount
by which the confidence increases depends on the remaininfgdence that can be in-
creased and the trustworthiness of an endorsing node. Fwea gorroborating group,

equation (4.1) has the following properties:

1. endorsement from a fully distrusted node (i.e., one r@jetbes not increase one’s

confidence;

2. endorsement from a fully trusted node (i.e., one rajadcreases one’s confidence

to a maximum value (i.el);
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3. if there are multiple nodes in the corroborating groumenof which is fully trusted
but two or more are marginally trusted (i.e., rated with areah (0, 1)), one’s confi-

dence increases but never reaches maximum.

4. the order of the nodes in the corroborating group has metfi the final confidence.

In other words, equation (4.1) is commutative and asswoeiati

These properties are intuitive, and serve well the purpbsdgarmation corroboration.
For example, the property of commutativity and associgtiensures that a corroborated
confidence is independent of the order of information gatigeAlthough developed inde-
pendently based on our intuition, equation (4.1) is coasistith Dempster-Shafer theory
of evidence reasoning [33, 121] provided that for ea¢h<i<n), v;’s assertion is inde-
pendent of each other (see 84.5.2 for a sketched proof). dvengage of equation (4.1)
is that it is intuitive and computationally efficient. Althgh Dempster-Shafer theory is
more general (recall 82.4), e.g., it can handle conflictmfigrimation, it is computation-
ally less efficient since it involves set operations. Othethrods (e.g., [108, 64]) might
also be applicable to information corroboration. Howetegy are usually proposed for
other applications (e.g., trust in public key certificateg)ich have their own particular

requirements, and can bring additional complexities windirn reduce efficiency.

4.5.2 Consistency of Equation (4.1) and DST

Here we present a proof sketch that equation (4.1) is camtistith DST. Let\ be an
assertion) be the complement of (i.e., we assuma is an assertion which has a negator),
andU={)\, A\}. For a corroborating groug, .., v,) which agree upon, we assume that
each assertion made by, .., v, is independent of one another. Thus, each such assertion
can be considered as a piece of independent evidence framgbeing node for supporting

A. Nodei’s rating of v;, 1<j<n, represents the strength ofs assertion in supporting

A. In DST, r;(v;) represents the basic probability assignmenk dfased on the evidence
from v;, denoted bym, (). Since there is no evidence from supporting), m;(A)=0.
According to DST (recall §2.4.1)p,(\, \)=1—7;(v,). Thus, node hasn basic probability

assignments fol/, which are listed in Table 4.1. For simplicity, we omit thésaripti in



4.5. A RATING MECHANISM 56

ri(v;), and the set brackets {} in the basic probability assignmemid belief functions of

{2}, {\}, and{\, \}. Other notation used in the rest of this section is given inld4.2.

basic probability assignment ¢ | {A} | {A} {\ A}
my O [r(v1)| O | 1—=7(vy)

i 0 |r(w) | 0 |1-r(u)

Table 4.1:Basic probability assignments fof={\, \}

M. ] the basic probability assignment combined from .., my
Bely i | the belief function based on the basic probability assigitme,

Table 4.2:Notation for Dempster-Shafer theory

We next show the combined confideri¢gy, ,,) obtained from the corroborating group
{v1,.., v, } by equation (4.1) is consistent with the combined beffef;; ,,;(\) computed

from n independent basic probability assignments by DST. Siresubsets of A} include

itself and the empty set, we can obtain

Beljn(A) = Y mpa(X) = mia(X) + mp(6) = mp.n(A)
XC{A}

we next show thatu; . (A)=b(Aj1..,,)) using induction.

1. Whenn=1, we know from Table 4.1 that,; (\)=r(v1)=b(\1).

2. Assume whem=~k, my_x(A\)=b(An.x). Since no one in the corroborating group

{v1, .., v} supports\, we obtainmp_x(A)=0, andmy (A, N\)=1—b(A;1_x).

3. Whenn=Fk+1, mp_x41](A) can be computed from the basic probability assignments

my1..x andmy, using equation (2.1) as follows:
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Yo xry=x Mk (X) - me(Y)
1- Z)my:¢ M1..k] (X) - mpya(Y)
mpp g (A) - Mgt (A) + mp g (N) - megr (4 A) +mpg g (4 A) - mgga (N
1—=[mp. g (A) - Mg (A) + mpp () - mpgr (V)]
bApk)) - 7 (Os1) +0gy) - [1 = 7(0ks1)] + [T =0 w)] - 7 (vk41)
1— [bApg)) - 040 7(ve41)]

= b(Aw.w) + [1 = b)) 7 (vks1) = (A1 gt1))

m g1 (A) =

The induction proof establishes thdt\; ,,) calculated using equation (4.1) based on
the ratings of{vy, .., v, } in the collaborating group is consistent with the combineligh

in A computed using DST from independent basic probability assignments.

4.6 Summary

In this chapter, we presented a framework for securing hetterouting protocols, which
consists of a threat model, several security goals for mguprotocols, and a number of
security mechanisms based on cryptography and informatimoboration. While crypto-
graphic techniques are effective in data origin authetitinand data integrity, they cannot
guarantee data truthfulness. Information corroborasaommonly utilized by human be-
ings for acquiring trust in information. We believe it candmopted into routing protocols
for detecting fraudulent routing updates, and improvingtirgg security. To facilitate in-
formation corroboration in routing protocols, we proposerating mechanism in which
each node rates every other node within the routing domamawmumeric value if0, 1],
representing one’s confidence in the correctness of a ugdate from that node. A
simple and intuitive method is proposed for computing coradiconfidence in a routing
update that is endorsed by one or more other nodes.

The framework presented here is generic, and will be instisat by a particular routing
security proposal. In Chapters 5 and 6, we respectivelyeptes-RIP for securing RIP, and
psBGP for securing BGP, both of which are based on this fraasnewowever, S-RIP and
psBGP instantiated the framework differently due to theguol and operational difference
between RIP and BGP.
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Chapter 5

S-RIP: A Secure Distance Vector

Routing Protocol

5.1 Introduction

In this chapter, we propose a secure distance vector roptotgcol, namely S-RIP, based
on RIP [83], which can prevent router spoofing, prefix hijagkiand distance fraud (see
85.2). In S-RIP, a received route advertisement is verifiedt$ factual correctness before
being used to update a routing table. In the absence of ameoimiisted authority that has
perfect knowledge of network topology and dynamics, we psapto useonsistencyas
an approximation o€orrectnessy corroborating information from multiple sources. An
advertised route is treated as correct if it is consisterdrajihose nodes that have propa-
gated that route. Unless all nodes in the corroboratingmriceL, involved in a consistency
check, are in collusion, a consistent route is likely carveith a high degree of confidence
(see 85.6.1). By this approach, nodes surrounding a mistyghaode will likely uncover
the inconsistency of misinformation and prevent it frontlier spreading.

We apply the rating mechanism presented in 84.5 to deterhome many nodes to
involve in a consistency check, providing the flexibilityr foalancing security and effi-
ciency. Firstly, the notion of fully trusting or distrusgra node is replaced by nodating
or reputationmeasured by a numeric value. Although in an intra-domaitimgyprotocol

such as RIP, routers are under a single administrative doarad tend not to be mutu-
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ally suspicious, they could be compromised due to softwaresfl Malicious nodes can
also manage to join the routing operation by exploiting irgyprotocol vulnerabilities.
Therefore, fully trusting any individual node even in arr@tlomain routing protocol may
introduce the vulnerability that a malicious node can poitite routing tables of many
other well-behaved nodes. Node rating provides the flakilid relax this notion, and can
be interpreted as an estimation that a node will provideeobinformation in the near fu-
ture. Secondly, we make use of the method for computing coatbtonfidence (equation
(4.1)) in the correctness of a consistent route from thagatof those nodes involved in the
consistency check. Combined with confidence thresholdsntbthod effectively creates a
sized windowfor determining how many nodes to involve in a consisten@c&h

The rest of the chapter is organized as follows. 85.2 analf{R® security vulnera-
bilities and outlines five security goals for RIP. 85.3 sumges security mechanisms of
S-RIP. 85.4 presents a rating mechanism for S-RIP. Deta8sRIP are presented in 85.5.
Security and efficiency of S-RIP are analyzed in 85.6. S-Rifukation results are pre-
sented in 85.7. We conclude the chapter in §5.8.

5.2 RIP Vulnerability and Security Goals

In this section, we discuss RIP vulnerability and outline fsecurity goals for improving

RIP security.

5.2.1 RIP Vulnerability

RIP has several known security vulnerabilities. For exanplIP has a weak neighbor
authentication mechanism, and it does not have any mechdoigreventing ajuestion-
able node(an unauthorized node, or a compromised or malicious fagie node) from
advertising fraudulent routing information about routstdnce and next hop. We next
summarize them into five categories.

1) [Neighbor Spoofind An unauthorized node can easily participate in RIP openati
by exploiting RIP neighbor authentication vulnerabilitjle refer to such exploitation as

neighbor spoofing RIPv1 [49] recommends that each router is configured witisteof
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neighbors which are authorized to send routing advertisésie this router. Routing ad-
vertisements from a host not on the neighbor list are ignbyed router. However, RIPv1
does not have any data origin authentication mechanisms @&oalicious host can spoof
the IP address of an authorized neighbor, and thus can sfictbgadvertise routes to a le-
gitimate RIP router. RIPv2 [83] only uses a clear-text passiior authenticating routers.
Since a clear-text password can be easily captured, it ggsvonly marginal additional
security in practice. Keyed MD5 has been proposed [8] tcaapthe password-based au-
thentication mechanism. However, it uses a system-widesdlsecret key, and thus is still
vulnerable in that one compromised router discloses kayiatgrials of every other router

in the network.

2) [Prefix Hijacking] A questionable node can claim a zero distance to a network
which either does not exist or is not directly connected ®dlaimant. In other words,
a questionable node can originate a direct route for a n&taoa block of IP addresses
which it is not authorized to originate (for example, for adk of IP addresses assigned
to another router, not the claimant). This is often refert@ds prefix hijacking The
proposed MD5 authentication [8] with system-wide sharetdedekey(s) makes neighbor
spoofing difficult, but cannot prevent prefix hijacking. Adtilgh a bigger issue in inter-
domain routing protocol (e.g., BGP), prefix hijacking cascatause serious problems in
an intra-domain routing protocol such as RIP. Figure 5..xshihat a malicious node can
easily cause service disruption by prefix hijacking. A saninhcident (referred to as a
blackholg occurred in 1978 in the ARPANET [86]. With the control of &ner malicious
node, an attacker can mount more sophisticated attacksrfeag-in-the-middle or session

hijacking) without being detected.

3) [Short Distance Fraud A questionable node may claim a distance shorter than the
actual distance to a destination, which is often referregstehorter distance fraudThis
fraud can be used to attract traffic allowing a variety ofcksa(e.g., eavesdropping, session
hijacking).

4) [Longer Distance Fraud A guestionable node can claim a distance longer than the
actual distance to a destination, which is referred ttoager distance fraudThis can be

used to avoid carrying traffic, which may lead to unfair aailion of network bandwidth,
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T A

B
A
Figure 5.1:m, advertises a zero distance route for B. As a resyls, routing table is poisoned by

an incorrect route foB. Traffic from A to B will be forwarded byv, to m1, which causes service
disruption against sincem, does not have a route # other than the one vig, .

cause network congestion, and result in denial of servickis fraud is different from
malicious packet dropping attacks [65]. While they bothutes packet dropping, the
latter can be detected by known techniques (e.g., securertnate [99]), while the former
is more stealthy.

5) [Next Hop Fraud] A questionable node may provide false information on nextsh
of advertised routes, to cause routing loops or unreachiabtes installed in a recipient’s

routing table.

5.2.2 RIP Security Goals

To counter the above security vulnerabilities, we outline Becurity goals for RIP based
on the generic goals for a routing protocol discussed in.84Bese security goals are
necessaryn the sense that failure of any of them has serious secuwitgequences. Thus,
we believe that a serious RIP security proposal should nikef them. However, they
shouldnot be consideredufficientsince other threats against RIP remain. For example,
security vulnerabilities of the protocols underlying Rie aot addressed by these security
goals, nor is misbehavior in the data plane (e.g., packgiping). We seek to design
security mechanisms that can significantly improve RIP sggwbut do not attempt to
pursue a perfect RIP security solution. In fact, we beliéna perfect security solutions for

real world complex systems either do not exist or are impralct

G1. (Router Authenticationl} should be verifiable that an entity claiming the identify o
a RIP router (i.e., an IP address) is indeed assigned thatitiglby the authority of
the RIP domain.
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G2. (Data Integrity)It should be verifiable that a RIP control message (updateasicpr

response) has not been subject to unauthorized modificariooute.

G3. (Destination Authenticationl} should be verifiable that a router advertising a zero-

hop route for a destination indeed has direct connectivithat destination.

G4. (Distance Authenticatior) should be verifiable that a router advertising a non-direc
route for a destination that is reachable from a recipieatan(i.e., a route with a
distance oft <n<14 hops, hereafter referred to as a reachable route) is indbeds

away from that destination.

G5. (Next-hop Authenticatiorj should be verifiable that a routeradvertising a reach-

able route with a next hopis indeed a direct neighbor of

G1 and G2 relate to data origin authentication and datarityegnd G3, G4 and G5 to
the truthfulness of RIP routing updates. Threats agairf3dah be committed by individual
or colluding nodes. In this thesis, we mainly focus on treégtuncoordinated individuals.

Collusion usually implies intent, which appears difficatdefine and analyze.

5.3 Security Mechanisms of S-RIP

Here we introduce and summarize security mechanisms eegblby S-RIP, including
pairwise shared secret keys for router authenticationytroatative router-prefix mapping

for destination authentication, and consistency checkeofate distance authentication.

5.3.1 Router Authentication in S-RIP (G1)

We require Assumption 1 (see next page) for achievger authentication To verify
that an entity claiming to be a RIP routeris indeedv;, a routerv; can ask the claimant
to demonstrate that it holds the unique secretkeghares withy;. For examplep; can
verify the message authentication code (MAC) of a routindate message from using

an authentication algorithm (e.g., keyed MD5).



5.3. SECURITY MECHANISMS OF S-RIP 64

Assumption 1 (Al). Every router shares a different key with every other routea iRIP

domain.

An advantage of pairwise shared keys is that compromisiegauter does not disclose
the full keying materials of another. One major issue witinpiae shared keys is that they
increase the complexity of key management. For examplenewes a router is added
into a network, it must be preconfigured with a number of dekegs, one for each of
the existing routers. In addition, a different secret keystralso be distributed to each of
the existing routers. This key configuration process inioas$ significant overhead and
may result in configuration errors. However, a Key DistribatCenter (KDC) [87, p.]
based approach for key management is practical for intraagio routing protocols, and
automatic and secure configuration tools (e.g., for updaBNMP community strings)
may also be useful for reducing the complexity of key manag@m~Overall, we believe
the assumption of pairwise shared keys is practical foatdtymain routing protocols, and

is consistent with the strong recommendation of a group airsty experts (see [32]).

Public key based methods (e.g., digital signatures) offattactive alternative in some
regards, but also typically require a public key infrastowe (PKI) which has its own setup
costs and comes at some additional cost in performance lfwlaexpect will become less
important over time). Taking into account that RIP is maugd by small to medium size
organizations, which may lack sufficient skill sets in mangg PKI, we do not recom-
mend the use of PKI in S-RIP. At the current time, we believeubke of pairwise shared
keys is realistic in practice, acknowledging that sometalail price must be paid to make

an insecure routing protocol secure.

5.3.2 Data Integrity in S-RIP (G2)

Pairwise shared secret keys and a message authenticag@ittah such as Keyed-MD5

can offer data origin authentication which includes dategnty.
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5.3.3 Destination Authentication in S-RIP (G3)

To provide destination authentication, we require Assuomi (see below). A router; is
allowed to originate a zero distance route for a destinationly if v; is directly connected
to f as specified by the router-prefix mapping (see Algorithm DielY represents a subnet

if it specifies a block of IP addresses, or a host if it specdiemgle IP address.

Assumption 2 (A2). Each router within a RIP domain is configured with a routeefix
mapping (rpm):{(F1, v1), .., (F.,v,)}, where for1<i<n, F; denotes a set of IP prefixes
each of which represents either a subnet or a host,aniénotes a router F;, v;) specifies

thatv; is directly connected to each IP prefix F;.

Algorithm 1 prefix_is_ownedf, v)
1: GLOBAL : the router-prefix mappingpm
2: INPUT: an IP prefixf; a nodev
3: OUTPUT: TRUE or FALSE
4: for each entry f;,v;) € rpm do
5
6
7

if v, =vandf; = f then
Return(TRUE)
. Return(FALSE)

A router-prefix mappings realistic for an intra-domain routing protocol such a® Rl
since network configurations are administratively comgbby a single authority (e.g., a
network administrator), which usually has perfect knowledf the network configuration.
Similar assumption is also required by some other appraafdreimproving RIP secu-
rity. For example, Mittal and Vigna proposed a method [90]detecting abnormal RIP
advertisements, which requires a complete network togoiloguding both router-prefix
and router-router connections. Our router-prefix mappioigsists of only router-prefix
connections, and thus is a subset of their requirement.

The router-prefix mapping can be securely distributed td e@aater during network
initialization, e.g., it can be pre-configured on each ro@agoing updates (e.g., additions
of subnets or routers) can then be done through a secureah@mp, SSH) between the
central authority and each router. Although a network togglmay be dynamic (e.qg.,

caused by link failures), we expect a router-prefix mappmdpe relatively static since
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addition and deletion of subnets usually occur far lessueatly than link failures. Other
alternatives can also be used to authenticate if a routarti®ezed to originate a direct
route for a destination, for instancagdress attestatiom S-BGP [72], andauthorization
certificatesn soBGP [144]. However, they may require a public key inftasture, which

has its own drawbacks and thus is not recommended for S-RIP.

5.3.4 Distance Authentication in S-RIP (G4)

Here we define the notation used in the rest of the chapter.S&l¢ ulist (vy, f), nh(vi, )],
to denote a route advertised byfor a destinatiory, wheredist(vy, f) represents the dis-
tance fromw; to f, andnh(vy, f) represents the next hop from to f. When there is no
ambiguity, we omit the subscript in [f, dist(vy, f), nh(vi, )], -

In a distance vector routing protocol such as RIP, the digtari one route is based
on the distance of another. Unless a node has perfect kngevlefchetwork topology and
dynamics, it appears difficult, if not impossible, to verifye factual correctness of route
distance which is the aggregated result of some other r¢LO8s 141].

We propose to useonsistencyas an approximation of correctness by corroborating
information from multiple nodes. The distance of an adgediroute is validated by cross
checking its consistency with the distances of some oth&esofrom which this route is
derived. If the distance of one route is consistent with ik&adce of a sufficient number of
other such routes, either directly (per Definition 1 belowjransitively (per Definition 2
below), it is treated as correct. Otherwise, it is incorr&atr simplicity, we say two routes
are consistent if their distances are directly or transiyiconsistent (per Definitions 1 and
2).

Definition 1. (Direct Consistency Consider two routes,=|f, dist(vy, f), nh(vi, )lv,
and po=|f, dist(ve, f), nh(va, f)].,. We say thap, is directly consistentwith p, if p; is
computed directly based gn by following RIP specification, i.enh(vy, f)=v2; and
dist(vq, f)=dist(ve, f)+1.

An example of our corroboration technique is as follows. iguFe 5.2, when node

vy advertises tay a 2-hop route for192.168/16 with v3 as the next hopy; queriesvs’s
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192.168/16

Figure 5.2:An example of consistency checks

route for192.168/16, which is2 hops away. Since,’s route for192.168/16 is supposed
to be one hop longer than’s route for192.168/16 (this is specifically based on RIP, but
can be easily generalized), an inconsistency is detectidfaoughv; does not know which
node ¢ or v3) provides invalid information, it is clear that somethirsgabnormal with
this route. Therefore, it will not be used by to update its routing table. tf, advertises a
3-hop route for92.168/16, it is consistent withi3’s 2-hop route. Thus, it may be accepted.
However, it is possible that, andvz are in collusion, ow; fails to detect the fraudulent
route fromuv, (e.g.,vs fully trustsv,). Therefore,y; may need to consult with additional
nodes (see Definition 2 for consistency among multiple u®5.5 presents the algorithm

details for S-RIP including consistency checks.

Definition 2. (Transitive Consistency) Considerk>3 routespy, po, .., px. We say thap,

is transitively consistentwith p, if for 1<i<k—1, p; is directly consistent with; ;.

To support consistency checks, we require Assumption 3lskesv). For example, in
Figure 5.2,u, should informwv; thatws is the next hop of its route for92.168/16. Upon
request,vs should also informy, thatv, is the next hop forl92.168/16. Otherwise, its

behavior is called into question.

Assumption 3 (A3). Each router indicates the next hop of each route in its raytable,

either voluntarily for direct neighbors or upon request thers.

One property of a DV routing protocol is that a node only cominates with its direct
neighbors and does not need to maintain the network topddeggnd its direct neighbors.
In an LS routing protocol, a node advertises the states aftidched network links to every

other node in the network by flooding, and each node maintaiosmplete view of the
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network topology. A3 allows a node to query non-direct nbyis, which expands to a
dynamic area the neighbor-to-neighbor communication dannin a DV routing protocol

(by the rating mechanism in §5.4).

Thus, we note that our approach falls in between the DV anddp®oaches. Pictorially,
the communication range of an LS node covers the whole n&t(fimoding), while the
communication range of a traditional DV node only coverslitect neighbors (neighbor-
to-neighbor). In S-RIP, the communication range of a nodgyizamic. Although it is
certainly beyond direct neighborhood and could reach thelevhetwork, most likely, it
will only cover a nearby neighborhood (e.g., within 2 or 3 spdependent on window
size (85.4.3). Therefore, additional routing overheadegated by non-neighbor querying
is limited, as confirmed by our simulation results in 85.7.geement of storage space
is also increased in S-RIP, but very slightly since an S-RiBenonly needs to maintain
the information of remote nodes when they are either beingitbrbe consulted for a

consistency check.

Another question which arises is: how does a node query ateenmule if it does not
have a known route for that node? For example, in Figure br2y,fto validate a route
for vs, v; may need to query;. However,v; cannot communicate withy if it does not
have a route fors. This is a known problem that a secure routing protocol salipon a
routing protocol for node reachability. In S-RIP, a tempgnauting table is maintained,
which contains all received routes to be validated. In othends, it is maintained based on
received RIP routing updates. However, the temporary mgutible is only used for route
validation (not for forwarding data traffic). When a routespes a validation, it is moved to
the regular routing table and can be used for forwarding wlatéc. In the above example,
vy first installs in its temporary routing table the route fgr(with v, as the next hop +;
andw, are directly connected), based on the route it received irpfwith v; as the next
hop fromw, to 192.168/16). v; sends tow, a routing request destined fog. v, should
have a direct route for; since it advertises to; thatv; is the next hop ta92.168/16.
Otherwise, it is misbehaving. Wheg receives a route request fram it sends back to,

a route response via a route either in its temporary routibtgtor the regular one. This

route request and response process incurs additionahgoatierhead, but adds another
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level of assurance that intermediate nodes are actuallyafoling packets. If we can make
a route request or response message indistinguishabledroormal data packet (e.g.,
by IPsec ESP [70]), this process may detect misbehaviorard#ta plane (i.e., a router

advertising correct routes but not forwarding data pagkets

To implement A3 in RIP, the next hop field in a RIP routing ugdatessage can be
utilized. In RIP, the next hop field is currently used only foute optimization (avoiding
an extra hop). For example; will not include vz in the next hop field (i.e., will set it to
0) unless it believes that; should forward traffic destined fdr92.168/16 directly tovs.
With A3, v, voluntarily includesv; in the next hop. This changes the meaning of a next
hop fromthis is your next hopo this is my next hopThus, A3 allows a receiving node,
instead of an advertising node, to decide which node shaailthé next hop. Despite the
change of the meaning, A3 is still compatible with RIP singe@eiving node will ignore
the next hop field (treating it as null) if it is not directlyaehable. To interoperate with an
existing implementation of RIP, an S-RIP node may get negtihtormation from a RIP

node by external mechanisms, e.g., SNMP MIB query [25].

Besides route optimization, A3 allows a router to consteucomplete path to a desti-
nation if it chooses to do so, i.e., by repeatedly sendingigereequest to each next hop on
the route until the ultimate destination (if it is a RIP rayter the node directly connected
to the ultimate destination (if it is a subnet) has been @aerihis is useful for diagnosis

and detection of misconfiguration, e.g., routing loops olictus packet dropping [99].

5.3.5 Next-hop Authentication in S-RIP (G5)

To authenticate the next hop, say, of a received route,=|f, dist(vy, f), nh(vi, )],
in S-RIP,v, performs the following verifications: 1), is a legitimate RIP router, i.euy
shares a secret key with; 2) v, reports toy, thatw, is the next hop of the route from to

vy, i.e.,nh(vy, v1)=v1; and 3) the distance fromy, to v; is 1 hop, i.e.,dist(ve, v1)=1.
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5.3.6 Interacting with Non-RIP Domain in S-RIP

Let vy receive a routen=|f, dist(vy, f), nh(vi, f)]v,, andwve=nh(vy, f). If vy does not
share a secret key withy, but there is an entryf, v5) in the router-prefix mapping (i.e.,
Algorithm_1 — prefix_is_owned{ v;) returns TRUE)y; is considered as a legitimate non-
RIP router. Such a router does not speak RIP, but usually another routing protocol
(e.g., OSPF), and can function as a gateway from a RIP doroanron-RIP domain.
To authenticate the next hop which is a legitimate non-RIRaQ we require the router-
prefix mapping to include additional information of whichHRiouters are direct neighbors
of a non-RIP router, i.e., RIP-router to non-RIP router amstions. Such information is
further used to verify if a RIP router is allowed to adverissoute with a non-RIP router
as the next hop. For the convenience of later reference, Wugedglgorithm 2, which is

essentially equivalent to Algorithm 1.

Algorithm 2 router_is_neighbor( w)
1: GLOBAL : the router-prefix mappingpm
2: INPUT: a RIP routew; a non-RIP routety
3: OUTPUT: TRUE or FALSE
4: for each entry(v;, w;) € rpm do
5
6
7

if v; = v andw; = w then
Return(TRUE)
. Return(FALSE)

5.4 A Rating Mechanism for S-RIP

In this section we apply the rating mechanism proposed i 8&1S-RIP. We first present
a simple method for automatically updating node ratingsnttiefine localized rules for
processing routing updates, followed by a sized window wektbr balancing security and

efficiency in S-RIP.

5.4.1 Rating Update Function

Recall that we use the rating of a node as an estimation ofdghdence that this node

will provide correct routing information in the near futurén an intra-domain routing
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protocol such as RIP, there should be no policy bias regattimtrustworthiness of routers
within the domain since they are under the same adminigiralin other words, all routers
are equally trusted in principle. However, routers may behdifferently over time for
various reasons. We propose that every router rates evegymatuter in its network domain
equally at initialization, and then dynamically updatesi@aatings based on historical
behavior using equation (5.1); hergj, t+1) represents’s rating of j at timet+1, and
¢i(7,t+1) represents a weight assignedbtp j at timet+1, representing’s evaluation
of j's “trustworthiness” based on additional information gadnn the most recent time

period. Many possibilities exist fa(j, t+1). We propose equation (5.2) for its simplicity.

T'i(j, t+1

)= ri(“;’ ) +¢i(j, t+1) (5.1)

, 0.5 if 7 involved in a successful consistency check at ttme

0 otherwise

Properties of Equation (5.1)

One property of equation (5.1) is thatsif(j, ¢)#1, r;(j,t+1) will always be less than
1. Thus, if nodei does not ratg by 1 initially, =;(j) will always be in the rangé, 1).
Another property is that the rating of a node decreases dieatig if it provides incorrect
information and is detected as such. The rating of a nodeases gradually if it is detected
as providing correct information. This property is intu@tiand consistent with the way in

which human beings rate one another.

5.4.2 \ferification Rules

We propose using two thresholds (6-) to divide the S-RIP rating domain into three cat-
egories: low, medium and high (Figure 5.3). When applying the rating mechanism to
S-RIP, rules are required to determine how to interact watthas with different ratings. As
an example, we develop the following rules for S-RIP for goirgg how to process routing

advertisements based on node ratings.
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low medium high

N N
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Figure 5.3:Rating is represented by a value in the rafige]. The rating domain is divided by
two thresholds into three categories.

Rule 1. (Low Rating). If node:’s rating of nodej is in the low range{<r;(j)<#,), node
7 will ignore routing updates fromj without cross-checking its consistency with any other

node for a specified time periddg .

This rule can effectively mitigate potential denial of Seevattacks by a malicious node
which may try to engage another node into a long period oflaéilbn by advertising large
volumes of useless routing information. One disadvantageat an untrusted node does
not have chances to raise its reputation since all of itamgwtdvertisements are dropped
without validation. To overcome this shortcoming, we pre@do timeout a node’s low
reputation and reassign it a medium rating value. This alawmode to raise its reputation
after a specified time perioff;, which can be set to an appropriate value based on local
information. For example, if it usually takes a half hour &r administrator to complete

troubleshooting a problematic routét, can be set t80 minutes.

Rule 2. (Medium Rating). If nodei’s rating of nodej is in the medium rangé{<r;(j)<6,),
nodej is on probation, and nodéewill cross check the consistency of a routing update from

j with other node(s).

If every node initially assigns a medium rating to every otiede, Rule 2 provides op-
portunities for a well-behaved node to raise its reputaitidm the high range by providing
consistent routing information. The reputation of a misha&hg node can decrease into the

low range if it provides misinformation and causes conaisteheck failures.

Rule 3. (High Rating). If nodes’s rating of nodej is in the high range,<r;(j)<1),
nodej is trusted byi for a specified time period, without cross checking the consistency

of a routing update from.
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One disadvantage is that there is a potential risk that trgund information from a
trusted node may be propagated since its consistency isosd checked. To minimize
such risk, we propose that a node can only maintain a highagpno for a specified period
of time P,, e.g.,5 minutes. After that period, its rating is reset to a mediutu®a The
risk window of accepting malicious information from a misb&ing trusted node can be
reduced by decreasing. Another way to minimize this risk is to increagge The higher
05 is, the longer a node will take to raise its rating into thehhigvel. In the extreme case,
0, can be set td so that no node will be trusted during the course of operatidass it is

rated1 during initialization.

0 1 0 1

low medium high high

A} I

6, 6, = 6,
(a) Partially Trusted Network  (b) Fully Trusted Network

Figure 5.4:Moving 6; andf, close to each other increases trust degree and decreas@sknet
overhead. The extreme case, whére0,=0, emulates a network in which all routing information
is fully trusted, which is in fact the assumption (at somg)rimade for today’s Internet.

We can emulate a trustworthy environment by setting Bpand6d, to 0 (Figure 5.4(b)),
where every node is trusted by every other node and no roatingrtisements are verified.
Verification overhead can be managed by adjusting the rafiresholds (Figure 5.4(a)).
85.7.3 shows by simulation that S-RIP verification overhisadlatively low in a partially
trusted network, and can be balanced against security,by.gnoving two thresholds to-

ward each other.

5.4.3 Sized Windows

Since multiple nodes might have propagated a route in quresdi mechanism is required
to decide the number of nodes to involve in S-RIP route camration. The more nodes
involved (which agree with the advertised route), the highe confidence acquired in the

correctness of that route; but the network overhead widl Bishigher since more messages
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will be transmitted over the network, and more processirgrtozad will result at network
routing nodes.

S-RIP makes use of sized windowmechanism for balancing the trade-off between
security and efficiency. The maximum size of the window isttital number of the nodes
on the route to be corroborated. The window size starts frodm other words, there is
only one node in the window before the consistency checksstahich is the advertiser of

that route. The window size keeps growing until:

e an inconsistency occurs, i.e., a node reports conflictifgrmmation, in which case

the route fails the consistency check; or

e the current corroborative confidence is at lggstin which case, the route succeeds

the consistency check; or

¢ all nodes on that route have been corroborated and no onasepuflicting infor-
mation, in which case the route succeeds the consistenck cbgardless of the final

corroborative confidence.

55 S-RIP Details

We now present the details of S-RIP. We respectivelywgse;, and f to represent the
recipient, the advertiser, and the ultimate destinatiom BfP route.

When routew, receives fromv; an advertised route,=|[f, dist(vy, f), nh(v1, f)lu, vo
processes the route as required by RIP (see §2.1.1). If tite will be used to update
vg’S routing table, S-RIP is triggered to perform additionaligdations. S-RIP will not
be triggered ifp; does not trigger a route change (in normal RIP). Althoughesdéimer
(e.g., 180-second route expiration timer) associated withill be re-initialized, there is
no need for S-RIP to verify; at this point since such verification should have been done
by S-RIP whernw, receivedp; the first time. In the sequel we elaborate haywerifies
p=lf, dist(vy, f), nh(v1, )]s, In S-RIP, including router legitimacy checks, destination
authentication, consistency checks, and handling of tefiraute. The full algorithm is

given in Algorithm 4.
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Initial Checks (Algorithm 4:lines 4-7)), verifies the legitimacy of the advertiser. If
vo does not share a secret key with thenv, is not a legitimate RIP router. In this cage,
is rejected.vy next verifies the trustworthiness of. If its reputation is in low range, i.e.,
r(v1)<6y, p1 is rejected. Ifv; has a high reputation, i.e:(v)>6,, p; is accepted.
Destination Authentication (Algorithm 4:lines 11-18) dist(v,, f)=0, p; represents
a route for a subnet which is directly attachedvialor owned byv;). The router-prefix
mapping (see 85.3.3) is used to verify thatis indeed directly connected to that subnet
(see Algorithm 1). If the verification succeegs,is accepted. Otherwise, it is rejected.
Authentication of Next Hop (Non-RIP Router) (Algorithmirkek 20-25) If vo=nh (v, f)
is a legitimate non-RIP router, then must directly connect with,. If v, is indeed a direct
neighbor ofv,, andf is directly connected to, (according to the router-prefix mapping),
p1 Will be accepted. Otherwise, it is rejected. Routers verified as a legitimate non-RIP
router if vy does not share a secret key with but the router-prefix mapping consists of an
entry foruv,. If vy is a legitimate RIP router, the consistency check;dllows.
Consistency Checks (Algorithm 4:lines 26=3W) 1 <dist(vy, f)<14, p; represents a
route for f that isreachablefrom vy. In this casep, will check the consistency g#;
with the route forf from vy=nh(vy, f). To do so,uy will request fromu;, its routes forf
(denoted by,) and forv, (denoted by),). The message flows are given in Table 5.1, where
* denotes an information field to be provided, first checks ifv; is a direct neighbor of
vy. In RIP, the distance between two direct neighborshep. Thus, ifdist(vy, v;)=1 and
nh(vy, v1)=v1, the verification succeeds. Otherwise, it fails. next checks the distance
consistency of; andp,. According to Definition 1 (85.3.4)y, is consistent withp, if

dist(vq, f)=dist(ve, f)+1. Otherwise, they are inconsistent.

Vg — VU2 [fv *, *]
(U1, *, *]
Vg < V2 [f, diSt('Ug, f), nh(’l}g, f)]

[’Ul, d’iSt(’Ug, ’Ul), ’flh(’UQ, Ul)]

Table 5.1:Route request and response in S-RIP

If p; is consistent withp,, vy uses equation (4.1) to compute a combined confidence

b(A,0,)- Ifitis at leastds,, vy accepts the received route fram Otherwise, the consis-
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tency check continues until one of the following condititradds:

(a) Nodev,, (2<k<n) had been involved in this consistency check before, in wbasde,

a routing loop is detected, and thusrejectsp; (Algorithm 4: lines 18—19).

(b) The consistency check with (2<k<n) fails, in which casey, rejectsp; (Algorithm
4: lines 29-32).

(c) The combined confidence jn is at leastd,, i.e., b(A;. x)>02, in which casey,

acceptw; (Algorithm 4: lines 33-35).

(d) b(Ap.ky)<b2, andk=n. In this casey, performs destination authentication fér
using the router-prefix mapping. If succeeds the authenticatign, is accepted

regardless of(\(; ;). Otherwise, the route is dropped. (Algorithm 4: lines 11}-16

After a consistency check, the ratings of all nodes involwethe consistency check
will be updated using Algorithm 3, based on the status of thesistency check. If it
was successful, the rating of every node involved in the isterscy check is increased.
Otherwise, either the rating of the node failing a destoratiuthentication is decreased or

the rating of every node involved in this failed consisteobgck is decreased.

Algorithm 3 update_ratings(, s) — by noder
1: GLOBAL : nodex’s ratingsr(v;) of other nodes
INPUT: a set of node¥”; an ACCEPT or REJECT indicater
OUTPUT: updated-(v;)
if s= ACCEPTthen
for eachuv; € V do
r(v;) < r(v;)/24 0.5

else
for eachv; € V do

r(v;) «— 7(v;)/2

©eNOoOdR N

Infinite Route (Algorithm 4:lines 6-7)f dist(vq, f)>15, p; represents a route fof
which is unreachablefrom vy. Such a route is not be verified in S-RIP since it appears
difficult to verify an unreachable route, and is trivial formasbehaving; to make a valid
route unreachable. For exampie,can simply disable a network interface or drop packets

destined tof. The consequence of such misbehavior is thatlrops the route tg via
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v1. As a resulty, will not forward packets destined tp throughv;. If this is the only
route in the network fromy, to f, vy will not be able to forward packets destined fto
Such a result seems equivalent to the result of a misbehaadg on this route dropping
packets destined tf. In a network designed with redundancy to accommodateespajht

of failures, there would be an alternative route frognto f not viav;. Such a path will

be discovered by, in normal RIP operation, and verified by S-RIP. If it passeRIB-
verification, it can be used hy to communicate with a device whose IP address within the

address range specified fybypass misbehaving nodes on the route it received from

5.6 S-RIP Analysis

In this section, we present an analysis of S-RIP, includimgecurity properties, efficiency,

and deployment.

5.6.1 Security Analysis of S-RIP

Here we analyze security properties of S-RIP against theséearity goals for RIP, which

are outlined in 85.2.2.
Proposition 1 (Router Authentication — G1). S-RIP achieves router authentication.

Proof Outline S-RIP uses pairwise shared keys with a Message Authentic@bde
(MAC) to protect the integrity of routing updates. Since mvaode shares a different
key with every other node, a correct MAC of a message alscates that the message is
originated from the only other party which the recipientrgisaa secret key with. Thus,

router authentication is achieved.
Proposition 2 (Data Integrity — G2). S-RIP achieves data integrity.

Proof Outline S-RIP uses pairwise shared keys with a Message Authenticabde
(MAC) to protect the integrity of routing updates. A routingdate message with an invalid

MAC can thus be detected.
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Algorithm 4 accept_route(, v) — S-RIP Algorithm (by node)

1:

XN RN
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WP OONQPAOAEWNMEOO®NOOJORWNRO

W w
o g

37:
38:
39:
40:

w

GLOBAL : threshold9),, 0; 's ratingsr(v;) of other nodesy’s secret key tablé
INPUT : routep=|f, dist(u, f), nh(u, f)]; nodeu, which advertising
OUTPUT: ACCEPT or REJECD
if K[u]=¢orr(u) <6 then

return(REJECT)
if r(u) > 6, or dist(u, f) = 15 then

return(ACCEPT)
s «— REJECT} <« r(u) [*b: corroborative confidence in*/
v—u;V < u [*V:setof nhodes involved in the consistency check */
while dist(v, f) > 0 do

if dist(v, f) =0 then

if prefix_is_ownedf,v) = TRUE /* Algorithm 1 */ then
s «— ACCEPT
else
s — REJECT;,V «— v [*V resettov */
break /*toline39 */
w «— nh(v, f)
if we V'  [*arouting loop is detected *then
s «<— REJECT; break /*to ling9 */
if K[w] = ¢ and prefix_is_owned{w)=TRUE /*w is a non-RIP router *fhen
if router_is_neighboo(w) = TRUE  /* Algorithm 2 */ then
s «— ACCEPT
else
s +— REJECTV «—w
break /*toline39 */
V «— V 4+ w I* wis a RIP router; continue consistency check*/
Request routes (* to be filled) from: [f, %, x| and[v, *, %] /* see Table 5.1 */
* denote the * values|f, dist(w, f), nh(w, f)] or [v, dist(w,v), nh(w,v)] */
if request not methen
s «<— REJECT; break /*to lin@9 */
if nh(w,v) # v ordist(w,v) # 1ordist(v, f) # dist(w, f) + 1 then
s <+ REJECT,; break /*to ling9 */
b—0b+(1—-10) -r(w) [*seeequation (4.1)*/
if b > 05 then
s «<— ACCEPT,; break /*to line39 */
else
V<—w
end while

update_ratings$(,s) /* Algorithm 3 */
Return(s)
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We next analyze how S-RIP achieves G3 and G4, which relateetdrtithfulness of
routing updates. We consider the case that S-RIP is configarenaximum security, i.e.,
all routers sitting on a route will be involved in the consisty check for that route.

Given a route update=|dest, dist, nh] in S-RIP, an adversary can manipulate the
following ways: (T'1) falsifying the destinatiorest; (T2) falsifying the distancelist; and
(T3) falsifying the next homh. The propositions below show that S-RIP can resist these
threats.

A misbehaving node might also try to mislead a node perfogrtiie consistency check
by: (T4) providing false route responsed;5) not responding to route requests; 36§
not forwarding a route request or response. These fraudselgalisruption fraud will
lead to consistency check failures, thus even a valid rodteréised by a well-behaved
node can be dropped. We view this as a good trade-off betwesemity and effectiveness
since it might be desirable not to use a route involving a etislving node even if it is not
known exactly which node on the route is misbehaving. Fopsaity, we do not consider
disruption fraud in the following security analysis sint&vill result in consistency check

failures and thus can be detected.

Proposition 3 (Destination Authentication — G3).In S-RIP, a route with a falsified des-

tination will be detected if there is at most one misbehaviode in the network.

Proof Outline S-RIP assumes an authoritative router-prefix mappingghvbpecifies
which router directly connects to which subnet. If a mishéhgrouter advertises a direct
route for a destination which does not exist or it is not digeconnected to, this route
with falsified destination can be detected using the ropitefix mapping. If a misbehaving
router falsifies the destination of a route it learned fromthar router, which must be well-
behaved as there is only one misbehaving router in the nkpwach falsified destination
will be detected by a consistency check with the well-bebdaweaiter. Thus, Proposition 3

is established.

Proposition 4 (Distance Authentication — G4).In S-RIP, an advertised route with a fal-

sified distance will be detected if there is at most one mesal node in the network.
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Proof Outline A misbehaving router which falsifies the distance of a raateero can
be detected using the router-prefix mapping (equivalentastiDation Authentication; see
Proposition 3). A misbehaving router advertising a routdaifalsified distance of one or
more hops will be detected by the consistency check with &lvedlaved next hop router
of that route (as there is only one misbehaving router in gteork and it is the advertising

router of this route). Thus, Proposition 4 is established.

Proposition 5 (Next Hop Authentication — G5). In S-RIP, an advertised route with a

falsified next hop will be detected if there is at most one efiaking node in the network.

Proof Outline Let v, be the misbehaving node in the network, which advertises
pm=lf, dist(vy, ), nh(vq, f)]. We sayvo=nh(vy, f) is falsified if one of the following
condition is met: 1), is not a legitimate RIP router or non-RIP router. In this ¢ésweill
be detected since a legitimate verifying RIP router doeshate a secret key witly, nor
is vo specified in the router-prefix mapping. )is a legitimate RIP router but not a direct
neighbor ofv;. Since there is only one misbehaving node in the network¢hvisv,, the
well-behaved node, will report a node other tham, as the next hop from, to v; during
the consistency check. Thus, this case will be detected. i8)a legitimate non-RIP router,
but not a direct neighbor af;. This case will be detected using the router-prefix mapping.

Therefore, Proposition 5 is established.

Theorem 1 (Routing Update Authentication). In S-RIP, a falsified routing update will

be detected provided there is at most one misbehaving ndtie imetwork.

Proof Outline A routing updateP consists of a number of routps Based on Proposi-
tions 3, 4, and 5, we know tha&pe P, any falsified field inp will be detected if there is at
most one misbehaving node in the network. It follows that fatsified field in any route

in P will be detected. Thus, Theorem 1 is established.

Definition 3 (Collusion). Letw; be a router advertising to, a falsified routep, for f, and
let p, be the route forf provided byv, during a consistency check pf by vy. Letp;<p,
denotep; andp, are consistent, ang, <p, denotep,; andp, are not consistents; andw,

are incollusionif v, intentionally provides a falsifieg, such thaip, < p;.
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Theorem 2 (Authentication in Presence of Multiple Misbehaing Nodes). Let k,,, be
the maximum network diameter supported by RIP. Suppose @inemultiple misbehaving
nodes in a network, no two of which are in collusion. We assivaitea misbehaving node

falsifies the distance of a route to a value|ink,,—1] (a falsified route of distance>k,,

is not verified). Then, S-RIP will detect a falsified routdwptobability at Ieasﬂ—kml_l.

Proof Outline Letwv, advertise route,=[f, dist(v1, ), nh(vy, f)], andva=nh(vq, f).
Let po=|f, dist(ve, f), nh(va, f)] and phy=[vy, dist(ve, v1), nh(ve,v1)] be the routes pro-
vided by v, during the consistency check pf. If only one ofv; and v, is misbehav-
ing, then a falsified route always causes inconsistency thighcorrect one. Thus, it is
always detected, i.e., with probability If both v; and v, are misbehaving but not in
collusion, the probability that a falsified route is not awéel is equal to the probabil-

ity that p;<ps. Assume that a misbehaving intends to helpy; pass the consistency

check by always settingh (v, v1)=v1, but has no knowledge of the actual falsified dis
tance ofp; except thatp; is reachable route fooy, i.e., dist(vg,vi)+dist(vy, f)<kpn.
Since dist(vo, v1)=1, dist(vy, f)<k,—1. With this information and the intention of col-
luding, vy will always reportdist(vq, v1)=1, and reportdist(vs, f) in a such way that
dist(vy, va)+dist(va, f)=dist(vy, f), i.e.,dist(ve, f)<kn—2. p1<ps requires that

dist(vy, f)=dist(vy, ve)+dist(ve, f)=1+dist(ve, f). Sincevy does not knowdist (v, f),
we assume thatist(vq, f) is randomly chosen frorv, k,,,—2]. Then the probability that

p14p2 IS =, and the probability that, «5p; is 1———. Thus, Theorem 2 is established.

In RIP £,,=15, the probability thap, <p, is 1—1—14:92.9% if both v; andwv, are misbe-
having. Otherwise, the probability that<p, is 1. Therefore, S-RIP can detect a falsified
route with the probability of at lea$2.9% in the presence of multiple non-colluding mis-

behaving nodes in a network.

5.6.2 Analysis of S-RIP Network Overhead

We analyze network overhead generated by S-RIP in the wass that a consistence
check involves all nodes on a route in question (see Algorih lines 10,27,36). S-RIP

network overhead in average cases is studied using simuliatig5.7.
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Consider a network withh routers andn subnets. Assume the average length of a
route isl+1 hops, wherd is dependent of the network topology. For maximal security,
each router would verify every route it receives with evettyen router on that route. For a
single route with a length df+1 hops, the number of messages required for a consistency
check, including requests and responseg;l/is Each message travels a number of hops.
The first request message is sent to the node two hops awayrameis2 hops. The
last request message is sent to the nadehops away, and travels-1 hops. A response
message travels as many hops as the corresponding reqessiga@ssuming they traverse
the same route. Therefore, the total number of hops (medsagEmissions) traveled by
all request and response messages resulting from the tmngicheck of a single route
iS 2-[2434..+(I4+1)]=(1+1)-l. Assume every router keeps a route for every subnet in the
network. Each router would nedd—+/)-I-m message transmissions for verifying every
route. Over the whole network, the total number of messagesitnissions in the most
secure case i[d+1)-l-mn.

We use RIP messages for route request and response. Eadh IStRe request or
response message has two route entries (see Table 5.1prdhe foute from the recipient
to the ultimate destination, and one from the recipientd@redecessor node on that route.
The RIP message header [83]24 bytes including authentication data, and each route
entry is20 bytes. Since one S-RIP route request or response messagjstsai a RIP
header and two route entries, it is in totdlbytes. Including the UDP heade¥ lfytes) and
IP headerZ0 bytes, without options), a packet carrying an S-RIP rou@est or response
message 192 bytes. The total overhead of routing validation, in additio the overhead

of regular routing updates, in the most secure casi:{§+()-I-m-n bytes.

As confirmed by our simulation (85.7), the validation ovextidy S-RIP is relatively
high in the maximally secured case, especially during ntwatialization (e.g., after a
router reboots). However, S-RIP provides the flexibility Balancing security and effi-
ciency via two configurable thresholdsandé,. As showed in 85.4.2, S-RIP overhead is

relatively low in a partially secured network.

S-RIP validation overhead can also be reduced by optimizgdementation (e.g.,

transmitting several route requests or responses in aesingtsage). For example vif
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advertises toy three routes with a same next hop v, can send a single message with
route entries ta,, one for each of three advertised destinations and one, fofhe size

of the packet carrying this messagda # bytes, which consists of 20-byte IP header, a
8-byte UDP header, 24-byte RIP header, and fodf-byte route entries. This size is con-
siderably smaller than the total siZ&( bytes) of three standard packets, each of which is
92 bytes.

After a network converges (i.e., all routes have been des@al by all routers in the
network), consistency checks in S-RIP will only be triggeby a topology change, such
as a link failure. After monitoring a production network it a Canadian government
department which consists 61 routers andl42 subnets for3 months, we observeg@h
link failures, which is about one failure per day. While thetwork cannot represent every
other network, and the period of time we monitored the netwdwes not represent all
the conditions of the network, it nonetheless serves as amgbe of showing the stability
of some networks. We expect that the routing overhead getelyy S-RIP will not be

significant even in a maximally secured network once it reathe convergence state.

5.6.3 Comments on Deployability of S-RIP

A practical challenge of securing routing protocols is howrtake the secured version in-
teroperative with the existing infrastructure. Despiteithechnical merits, many proposed
mechanisms for securing routing protocols are not wideptaleed due to the fact that they
require significant modifications to existing implemerdat and/or do not provide back-
ward interoperability. Since it is unrealistic to expeditthn existing routing infrastructure
can be replaced by a secured version in a very short periachef tdeally a secured ver-
sion should be compatible with the insecure protocols. dtss desirable that security can
be increased progressively as more routers are deployadivatsecured protocol.

To this end, S-RIP supports incremental deployment. Weqgsephat messages ex-
changed in S-RIP conform to the message format defined in &P B-RIP can be im-
plemented as a compatible upgrade to the existing RIP; alPSdriter performs routing

functions the same way as a RIP router. Therefore, depldyiRiP on a router only re-
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quires a down time for the period of installation and rebogtf RIP processes. Since
RIP router responds to a routing request from a non-direighber (a remote node), an
S-RIP router can successfully get information (albeit nhanticated) from a non-secured
router for a consistency check. In other words, a RIP rowerparticipate in a consistency
check, but not initiate a consistency check. Thus, evenrbe®eRIP is deployed on all
routers, the routing table of an S-RIP router is partiallgtpcted as it is built from vali-
dated routing updates. The more routers deployed with StRé&Anore reliable the routing
tables in the network become. Thus, security in RIP can beased incrementally with

the deployment of S-RIP.

5.7 Simulation of S-RIP

We implemented S-RIP in the network simulator NS2 as an siterto the distance vector
routing protocol provided by NS2 [36]. S-RIP is triggeredemta received route is used
to update a recipient’s routing table. In this section, wespnt our simulation results on
how security and routing overhead are affected by diffetierg@ishold settings and number

of misbehaving nodes in S-RIP.

5.7.1 Simulation Environment

Network TopologyWe simulated S-RIP with four different network topologiesich are
generated randomly using the Waxman model [143] &6t80, 40, and50 nodes respec-
tively. Given a certain number of nodes and a plane with a dgioas x s, the Waxman
model first randomly distributes nodes in the plane. It theiinés the probability of a link
(u,v) by P(u,v) = aedt, whereO<q, <1, d is the Euclidean distance betweerand

v, and L=+/2s is the maximum distance between any two nodes. In our siinalave
configures=10, a=0.2, 5=0.2. Settings=10 ensures that the maximum distance between
any two nodes does not exceed 15, which is the maximum hop euaillowed in RIP
[49]. o controls the total number of links in the graph, ahdontrols the ratio of long links

relative to shorter ones.
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Fraud. For each network topology, we randomly sel&gt, 20%, 30%, 40% and50%
nodes to commit fraud for each of the S-RIP threshold corditgoms as described next.
A misbehaving node can commit shorter or longer distana&df(85.2.1) or both. More
specifically, a misbehaving node periodically (every seconds) and randomly selects a

route from its routing table and makes its distance short&rmer.

Maximally Secured 6, =0 Oy =1
Partially Secured-1 6; = 0.1 | 6, = 0.9
Partially Secured-2 6; = 0.2 | 6, = 0.8
Partially Secured-3 6, = 0.3 | 6, = 0.7
Not Secured 0, =0 Oy =0

Table 5.2:Simulated S-RIP threshold configurations

S-RIP Threshold ConfigurationsWe simulated5 different configurations of S-RIP
thresholdg); andd, (see Table 5.2). Each node initially rates every other noide 0.
Based on equation (4.1), a successful consistency checkoftep involving two, three
and four nodes (each is ratéd) respectively brings one’s confidenceyiro 0.75, 0.875,
and 0.94. Thus, the three partially secured cases (partially se€eBresecured-2, and
secured-1) respectively require the involvement of on@, tand three additional nodes
(rated with0.5) in order to succeed a consistency check. Node ratings a@naigally up-
dated. More specifically, the rating of a node increases afteas involved in a successful
consistency check, and drops after involved in a failed @neode rated lower tha#; or
higher thart, is re-rated with).5 after2 seconds.

Simulation ScenariosCombining four network topologies, five fraud scenariog] a
five configurations of S-RIP thresholds, we created simulation scenarios in total. Each
simulation lastd 80 seconds (in simulation time). We run each simulation fiveespand

present the average result of the five runs.

5.7.2 Simulation Metrics

We use two metrics for evaluating S-RIP, nameigk windowfor accepting advertised
routes for which consistency checks are not performedrauithg overheadyenerated by
S-RIP.



5.7. SIMULATION OF S-RIP 86

A Risk Window

We counted the total number of advertised route9 (vhich are accepted by all routers
without any consistency check due to the fact that the adeesthave a reputation at least
0, (i.e., they are trusted). We also counted the total numbgmas (,) advertised routes
are checked for their consistency::— represents the lower bound of the probability that
a malicious route may be accepted. It is used to measurestkhéhat a routing table may

be poisoned by malicious updates.

Routing Overhead

To determine how much network overhead is generated by SsRéRcompared the S-
RIP overhead with the total routing overhead, which is daked as the sum of S-RIP
overhead and regular routing update overhead in RIP. Sheealistance vector routing

protocol provided by NS2 is not a strict implementation of fRIP RFC [83], we could

not obtain network overhead directly from the NS2 trace file usengfzy to calculate
the ratio of S-RIP overhead relative to the total routingroead, wheré?2 bytes is the
size of the packet carrying an S-RIP message (see 8biS)the total number of S-RIP
message transmissiongis the total number of rounds of regular routing updates, zaisd
total number of bytes of overhead generated by one routemérraund of regular routing
updates.z andy are derived from simulation outputs, which are used to gardfigure
5.6, and: is calculated as follows.

In our non-optimized implementation, each S-RIP messagéaots only two route
entries. The size of each messagg2dytes, including the headers of RIRi(bytes with

authentication data), UDR pytes), and IP20 bytes).

2% RIP_entry(20) + RIP_hdr(24) + UDP_hdr(8) + I P_hdr(20) = 92 bytes

where,RI P_hdr includes authentication data, ahé®_hdr excludes optional fields (e.g.,
source routing). A full RIP message with authenticatioradab12 bytes, and can contain
up to24 entries. An IP packet carries a full RIP messagelis bytes with both UDP and

IP headers. For a network withh nodes, each round of regular routing updates by one
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node requires; full RIP messages, and a partial RIP message containingd 24 route
entries. A partial RIP message with route entries i20m+52 bytes with all headers.
Therefore, the routing overheadyenerated by a single router in a network witmodes

in each round of regular routing updatesi) % + 20(n mod 24) + 52 bytes.

5.7.3 Simulation Results

Here we present our simulations results for the four randetwarks of different size.
Simulation results for the non secured scendatje-=(), 6,=0) are not presented since S-RIP
is never triggered. Thus in this case, the risk of acceptiagjaus routing updates is

100%, and there is no S-RIP routing overhead.

A Risk Window

Figure 5.5 shows (in conjunction with Table 5.2) that: 1) Toweer the second threshold
(A1), the higher the risk of accepting a malicious route. Thibasause the highé is,
the longer it takes for a node to become trusted (i.e., itagas at least,). 2) The less
misbehaving nodes there are, the higher the risk of acagptimalicious route. The reason
is that when there are fewer misbehaving nodes in the netwaoke nodes will become
trustworthy. This is similar to the social phenomena thatpbe from a friendly or non-
hostile neighborhood are less vigilant and thus more stiddefo lies. 3) When there
are 20% or more misbehaving nodes, the risk of accepting i@imad route becomes very
low (below5%). In addition, the difference among the three partiallyused scenarios
becomes insignificant since most nodes have a rating otlesst, i.e., they are untrusted
in all three scenarios. Although the risk of routing tablesly poisoned becomes low, the
risk that correct routes are not in routing tables becomgls. ifherefore, data traffic may

be dropped, though not routed to a misbehaving node.

S-RIP Routing Overhead

Figure 5.6 compares the S-RIP network overhead in diffesesmarios. 1) In a maximally

secured network, S-RIP overhead is high (abti$t to 25% of the total routing over-
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Figure 5.5:Fraction of routes accepted for which consistency cheaksair performed.



CHAPTER 5. S-RIP: A SECURE DISTANCE VECTOR ROUTING PROTOCOL 89

Ratio of S-RIP Overhead

Ratio of S-RIP Overhead

0.6 ; — : : |
Maximally Secured —+—
Partially Secured-1 ---x---
05 Partially Secured-2 ---*--- 7
Partially Secured-3 &
0.4 i
0.3 |
0.2 i

Percentage of Misbehaving Nodes
(a) Network with 20 nodes

0.6 T L T T T
Maximally Secured —+—
Partially Secured-1 ---x---
0.5 - Partially Secured-2 ------ 7]
Partially Secured-3 -
04 + .
0.3 -
0.2 -
0.1 { -
0 e mmm YT %’fff’.",’%j ,,,,,,,,,,, %

* ] i
0 10 20 30 40 50
Percentage of Misbehaving Nodes

(c) Network with 40 nodes

Ratio of S-RIP Overhead

Ratio of S-RIP Overhead

0.6 . — : : :
Maximally Secured —+—
Partially Secured-1 ---x---
0.5 Partially Secured-2 ------ 7]
Partially Secured-3 &
0.4 N
03 | i
0.2 -
0.1 / i
] PO =
(O - 1

0 10 20 30 40 50
Percentage of Misbehaving Nodes

(b) Network with 30 nodes

0.6 T L T T T
Maximally Secured —+—
Partially Secured-1 ---x---
0.5 - Partially Secured-2 ------ 7]
Partially Secured-3 -
04 .
0.3 -

0.2 | .
01| .

Percentage of Misbehaving Nodes
(d) Network with 50 nodes

Figure 5.6:Ratio of S-RIP routing overhead.
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head). 2) In the three partially secured scenarios, S-Réhaad is relatively low (less
than5.5%). S-RIP overhead increases when the number of misbehawihgsrincreases,
but only slightly. On the one hand, more misbehaving nodggdr more malicious up-
dates, which in turn trigger more consistency checks, asdltrén more S-RIP overhead.
On the other hand, more misbehaving nodes result in moreistensy check failures,
which in turn decreases the ratings of more nodes into therdmge, and thus result in
fewer consistency checks for malicious updates. Thergfomge misbehaving nodes re-
sult in only slight increase in S-RIP overhead. To summazRIP performs consistently

in four random networks of different size.

5.8 Summary

In this chapter, we first analyzed security vulnerabilinéfIP, and then proposed S-RIP
for improving RIP security. Our security analysis of S-RH®ws that, with high probabil-
ity, S-RIP can detect a fraudulent route that has a falsifestidation, distance, or a next
hop. Our simulation results demonstrate that security ataaork overhead in S-RIP can
be balanced by adjusting two threshotdsandb,.

S-RIP makes use of symmetric cryptographic mechanismsdiar arigin authentica-
tion and data integrity. For organizations which have dealis and resources for managing
a public key infrastructure, public key based cryptographéchanisms, e.g., digital signa-
tures, can also be used. In that case, each router can bd &spublic key certificate signed
by a certification authority which is trusted by all routerishin the administrative domain.
A public key certificate issued to a router can encode pohiéyrmation indicating that the
owner of the private key corresponding to the public key m ¢brtificate is authorized to
participate in the routing protocol. Therefore, an unatitteal entity will not be able to
join the routing protocol and spread fraudulent routingprnfation since it does not have
an authorized public key certificate. This effectively ets router spoofing. In addition,
routing request and response messages can also be digitadgd if computing power is
not a problem, thus removing the need of pairwise share@tkeys among routers. The

downside is that digital signature generation and veribcat computationally expensive,
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which could result in the delay of the route verification ggse and network convergence.

S-RIP treats all nodes involved in a consistency check &gumalipdating their ratings
without making sufficient attempt to identify nodes whick anore likely to be misbehav-
ing during the consistency check. In other worlds, if a cstesicy check fails unless it is
being caused by a destination fraud in which case a misbedpaade can be clearly iden-
tified, the ratings of all nodes involved in the consistenbgak are reduced. This might
open an opportunity for an attacker to manipulate the autiomating update mechanism
with T4, T5, and T6 (see 85.6.1) so that a well-behaved nodatésl low by some other
nodes, and thus appears untrustworthy to them. For examuplaitacker can cause the
consistency check of a valid route to fail by not respondingpprly to a route request
during the consistency check. As a result, the rating of tak-behaved node advertising
a valid route can be lowered by a verifying node. However,ttacker cannot manipulate
the rating of another node at its will, and a well-behavedenoas opportunity to raise its
reputation by participating in consistency checks thabliver only well-behaved nodes. For
future work, additional simulation can be performed to gttiee impact of disruption fraud
(T4, T5, and T6) on node ratings in different networks.

S-RIP makes use of two timef§ and P, (see 85.4.2) for expiring low and high ratings
respectively. In our simulation, we arbitrarily set bdthand P, to 2 seconds in simulation
time (recall the total simulation time is 180 seconds). Astare work,P, and P, can be
adjusted for a particular simulation scenario to studyrtimpact on the risk of accepting

a fraudulent route, and S-RIP network overhead.
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Chapter 6

Securing Inter-domain Routing and

pPsBGP

6.1 Introduction and Motivation

The Internet routing infrastructure consists of a numbehaionomous Systems (ASes),
each of which consists of a number of routers under a singlateal administration (e.g.,
sharing the same routing policy). The Border Gateway Pot@GP) [109] is the IETF
standard inter-domain routing protocol for exchangingchedility information between
ASes on the Internet. Each network layer destination istifled by an IP prefix repre-
senting a range of IP addresses. An AS announces its IP @mefiaeBGP to its direct
neighbors, which may further propagate the prefix annoueoéro their neighbors. A
remote AS receiving such announcements may build routdsrfaarding traffic destined
to the addresses within the address range specified by tloeiaced prefixes.

One critical question with BGP is the following: which AS hasight to announce a
given IP prefix? The current version of BGP does not have argharésm to verify the
propriety of IP prefix announcements. This opens a sericugisg hole which allows one
AS to announce IP prefixes allocated or delegated (hereefstgned see §2.1.3) to other
ASes. This is commonly referred to pefix hijacking Examples of consequences include
denial of service (i.e., legitimate user traffic cannot getg ultimate destination) and man-

in-the-middle attacks (i.e., legitimate user traffic iswarded through a router under the

93
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control of an adversary). Warnings about attacks explgitouting vulnerabilities were
given as early as 1988 by Perlman [103], and 1989 by BellaMif; [and such attacks have

recently reportedly been carried out by spammers [15].

Many proposals [72, 44, 144, 3] have been made for improviGg Becurity, and in
particular, for verifying if an AS has the right to announcgien IP prefix. There are two
main approaches: 1) building centralized routing regstgtoring information about ad-
dress space assignments, e.g., Internet Routing RedR®Ry [59]; and 2) building a strict
hierarchical public key infrastructure (PKI) in parallelthe existing IP address assignment
structure (e.g., S-BGP [120, 80]). While these two appreaahay differ in many ways,
e.g., protecting a database itself vs. protecting ind@idijects in the database, they both
typically require a large scale PKI to provide strong sdgusr to meet some operational
requirements (e.g., multi-homing). Such a PKI continuebawiewed as impractical by
many experts [6].

IRR needs to perform identity authentication to verify if emtity requesting to make
changes to the routing database is authorized to do so.r@yrie IRR, PGP [153] is used
for public key authentication. However, this authentigatis done using a sender’s email
address when an object is first created, and thus is vulreetal@mail spoofing [154]. As
a result, a global PKI or something equivalent, appears tegeired to provide stronger
guarantees. S-BGP makes use of a hierarchical tree stedottaddress assignment, rooted
at Regional Internet Registries (RIRs). For each consexpiiir of nodes on the address
assignment chain, the first node (an organization) on thim @ssigns a subset of its own
address space to the second one. While an organizatiomuwigfais address space from
its Internet Service Providers (ISPs) may not need to apprean address delegation chain
(i.e., need not be issued relevant certificates), it willchéese certificates (e.g., a public
key certificate and an address assignment certificate) toudi>-noming (i.e., connecting
to two independent ISPs). Multi-homing has been considased common operational
practice which must be supported [129]. This implies thatymaulti-homed organizations
not running BGP may also need to be involved in the S-BGP RisLlting in a large scale
global PKI.

In addition, it appears difficult to build a centralized PK¥ fverifying IP address as-
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signment given the complexity, if not impossibility, of ¢tag how the existing IP address
space is assigned, and tracing all changes of IP addregsiassits. This is in part due to
the large number of prefixes in use and organizations indplaad frequent organization
changes (e.g., corporations splitting, merging, banksygtc.). As pointed by Aiello et al.
[3], it is exceptionally difficult to even approximate an IBdress delegation graph for the
Internet. Therefore, it may well be impossible to build atcalized PKI mirroring such a

complex and unknown delegation structure.

Aside from the challenges of requiring a global PKI, many d@r@sses were given out
before the existing hierarchical address allocation stres were in place. Thus, address
assignment chains might not be applicable to them. Fundeherall these approaches
assume a trusted source of authoritative routing inforonatvhich allows for detecting
false prefix announcements. We suggest that such an assampy not be realistic, or at
least it would be very difficult to build an infrastructurerialize it. As noted by Atkinson
and Floyd [6] on behalf of the Internet Architecture Boardg): “a recurring challenge
with any form of inter-domain routing authentication is thlere is no single completely
accurate source of truth about which organizations haveatnority to advertise which
address blocks

6.1.1 psBGP Highlights

In this chapter, we present a new BGP security proposal +yPseicure BGP (psBGP),
fleshing out a preliminary overview [138]. psBGP includetedses against falsification of
BGP UPDATE messages, and a new approach for verifying thaigty of prefix origin by
cross checking information from multiple, ideally indedent, sources. Specific psBGP
security goals are outlined in 86.4. psBGP is based on thewirlg concepts: 1) there
is no universally trusted authority which has full knowledge., all aspects of the factual
reality) of prefix assignments on the Internet; 2) some iestihay know part of such truth;
and 3) corroboration of information from different sour@as increase confidence in the
assessment of that information. In particular, RIRs ardristed authority of initial prefix

allocations, and some ASes might have partial knowledgeeffxpassignments of their
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direct neighbors. The major architectural highlights @@$ are as follows.

1) psBGP makes use ofcentralized trust moddbr AS number authentication. Each
AS obtains a public key certificate from one of several trdigtertificate authorities (i.e.,
RIRs), binding an AS number to a public key. We suggest thett sitrust model provides
best possible authorization of AS number allocation and pessible authenticity of AS
public keys. Authentication is usually the first step toveaadithorization. Without such a
guarantee, an attacker may be able to impersonate anothetd\tBus be able to announce
prefixes assigned to the impersonated AS.

2) psBGP makes use of a rating mechanism for flexibility irabeing security and
practicality in prefix origin and AS_PATH verification.

3) psBGP makes use ofdecentralized trust modébr verifying the propriety of IP
prefix assignment. Each AS periodically issues a digitaliyned Prefix Assertion List
(PAL) consisting of a number of bindings of an AS number and (zeraane) IP prefixes,
one such binding for itself and one for each of its neighbArsassertion made by an AS
s; regarding its own prefixep(efix assertiohlists all prefixes assigned t@. An assertion
made bys; for a neighboring ASs; (prefix endorsemepmay list all or a subset of the
prefixes assigned to;. An AS prefix graph(see §6.6.3) is built independently by each
AS s; based on thé”A Ls which s; has received from other ASes ang ratings of those
ASes. An AS prefix graph is then used for evaluating the tragtuness and preference
of a prefix origin by an AS, in conjunction with its local configble parameters (e.g., its
trust in those ASes involved in a prefix assertion, and ttustsholds). In this way, the
difficult task of tracing IP address assignments is distabduacross ASes on the Internet.

4) psBGP modifies the S-BGP digital signature approach witliing mechanism and
a stepwise approach for verifying AS_PATH integrity. Each éomputes a weight for an
AS_PATH based on ratings of the ASes digitally signing thiénpand determines whether
or not to accept the path based on local parameters. Thisagpmallows an upgrading
path to countering increased threats, as recommended]in [17

Our design is inspired by the referral model widely used iciacsociety for increas-
ing confidence in the truth of information when an authoiasource of truth regarding

that information is not available. For example, a job amplics usually required to pro-
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vide reference letters to allow cross checking the applistatements on his quality and
background. A reference letter should be from an individuab has closely worked with
the applicant, e.g., a former supervisor. Similarly in pgB@&ach AS should obtain en-
dorsement for its prefix assertions from some ASes whichikedy/Ito have, or likely to
be reliable sources for, knowledge of its prefix assignmer,, a direct neighbor with
which it has a business relationship. An AS choosing to eselarprefix assertion made
by a neighboring AS should carry out some form of due dilige(ar other means to in-
crease accountability) to increase confidence in the dmees of that assertion, i.e., to
increase its own confidence that the asserted prefix is ingegdned to the asserting AS.
The security assurances of this aspect of psBGP are diretdlied to the quality of such
due diligence, which will impose extra work on BGP operatthss is the price to pay for

increased security.

As discussed in what follows, advantages of psBGP includlesimplicity — it uses a
PKI which has a simple structure, a small number of certéitgpes, and is of manageable
size; 2)effectiveness it is designed to successfully defend against selecteathifrom
uncoordinated, misconfigured or malicious BGP speakets3gincremental deployability

— it can be incrementally deployed with some incrementaeben

6.1.2 Organization

The rest of the chapter is organized as follows. 86.2 definéstion, and discusses BGP
threats. 86.3 outlines our observations of BGP prefix ordjinng Google’s May-2005
outage. 86.4 summarizes BGP security goals. psBGP is jieesieng6.5 and §6.6.

6.2 BGP Security Threats

In this section, we define notation, discuss BGP securityatisrin general, and describe

several attacks by exploiting BGP security vulnerabditie
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6.2.1 Notation

A and B denote entities (e.g., an organization, an AS, or a Bi&gaker). X or Y denotes an

assertion which is any statement. An assertion magrbperor improper. We avoid use

of the termtrue or falsesince in BGP, it is not always clear that a statement is 10@3%i &

or not. An assertion is proper if it conforms to the rules (gpgBGP rules) governing the

related entity making that assertion. Table 6.1 defines sointlee notation used in this

thesis.

S, Si
]Pa fl

ka ka
{m}a
(kAa A)E
(firsi)a

S is the set of all AS numbers; currently= {1,...,2'}. s; € Sis an AS number.

P is the set of all IP addressegCP is an IP prefix specifying a range of IP addresses.
fi = fjUfy if the IP addresses specified liyequal those by; and f;, combined.

an authority with respect t® andP, e.g.,T" € {z|z is an RIR}.

pr = [s1, 82, ..., sk isan AS_PATHs; is the first AS inserted ontgy.

m = (f1,pr) is a BGP route (a selected part of a BGP UPDATE message).

s;’s neighbors, i.e., the set of ASes with whighestablishes a BGP session on a regular
basis. A given AS; may have many BGP speakers, each of which may establish BGP
sessions with speakers from many other AS€égs; ) is the set of all other such ASes.

A's public and private keys, respectively.

digital signature on message generated with A's private ke .

a public key certificate binding 4 to A, signed usingd:, verifiable usingsp.

an assertion made by that f; is assigned te;.

Table 6.1:Notation for psBGP

6.2.2 Security Threats to BGP

BGP faces threats from both BGP speakers and BGP sessionisbAmaving BGP speaker

may be misconfigured (mistakenly or intentionally), compiged (e.g., by exploiting soft-

ware flaws), or unauthorized (e.g., by exploiting a BGP peghentication vulnerabil-

ity). A BGP session may be compromised or unauthorized. Wadon threats against

BGP control messages without considering those agairstiddtic (e.g., malicious packet

dropping [65]). Attacks against BGP control messages deldor example, modifica-

tion, insertion, deletion, exposure, and replaying of ragss. In this thesis, we focus on

modification and insertion (hereafti&isification[9]) of BGP control messages; deletion,

exposure and replaying are beyond the scope of this théises, than the following brief re-
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marks. Deletion appears indistinguishable from legiteratute filtering. Exposure might
compromise confidentiality of BGP control messages, whiely mr may not be a major
concern [9]. Replaying is a serious threat, which can be ledroly setting an expiration
time for each message; however it seems challenging to firappropriate value for an
expiration time.

There are four types of BGP control messages defined in [TOBEN, KEEPALIVE,
NOTIFICATION, and UPDATE. The first three are used for es&bhg and maintaining
BGP sessions with neighbors, and falsification of them welylikely result in session
disruption. As mentioned by Hu et al. [51], they can be pra@dy a point-to-point
authentication protocol, e.g., IPsec [69]. In psBGP, weceotrate on falsification of BGP
UPDATE messages (and hereatfter, refrain from capitalitlRPATE) which carry inter-

domain routing information and are used for building up irogitables.

A BGP update message consists of three parts: withdrawaspaetwork layer reach-
ability information (NLRI), and path attributes (e.g., ASATH, LOCAL_PREF, etc.). As
commonly agreed [51], a route should only be withdrawn byréypahich had previously
propagated that route. Otherwise, a malicious entity caalgse service disruption by
withdrawing a route which is actually in service. Digitalligning BGP update messages
would allow one to verify if a party has the right to withdrawate. Further discussion is

beyond the scope of this thesis.

NLRI consists of a set of IP prefixes sharing the same charstits, as described by
the path attributes. NLRI i&alsifiedif an AS originates a prefix not owned by that AS, or
aggregated improperly from other routes. Examples of aqunseces include denial of ser-
vice and man-in-the-middle attacks. There are two typesSfBATH: AS SEQUENCE
and AS_SET. An AS_PATH of type AS_SEQUENCE consists of arewd list of ASes
traversed by the route currently being propagated. An ASHPf type AS_SET consists
of an unordered list of ASes, sometimes created when melltqaites are aggregated. An
AS_PATH is falsified if an AS or any other entity illegally apg¢es on an AS_PATH, e.g.,
inserting a wrong AS number, deleting or modifying an AS nemin the path, etc. Since
AS_PATH is used for detecting routing loops and used by rsekection processes, falsifi-

cation of AS_PATH can result in routing loops or selectingtes not selectable otherwise.
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Some other path attributes (e.g., community, Multi_Exisd)etc. [109]) may also need
protection, but many of these are usually only used betweemeighbors and not globally
transitive. Thus, damage resulting from attacking thenelistively contained. In psBGP,
we focus on countering falsification of NLRI and AS_PATH wihizan result in large scale
service disruption.

We assume there are multiple non-colluding misbehavingsAel BGP speakers in
the network, which may have their own legitimate cryptotmagkeying materials. This
non-colluding assumption is also needed by other BGP dgqumoposals (e.g., S-BGP

and soBGP), although consequences resulting from coliusight be different.

6.2.3 Examples of BGP Attacks

Here we give examples of BGP attacks involving falsificattdBGP update messages,
i.e., falsification of NLRI and AS_PATH.

Falsification of NLRI

NLRI consists of a set of IP prefixes sharing the same chaisiits as described by the
path attributes. Falsification of NLRI is often referred sypaefix hijacking and can cause

serious consequences including denial of service and mémeimiddle (MITM) attacks.

© G‘@‘@

15.0.0.0/8

Figure 6.1:An AS topology with attackers

We use Figure 6.1 to illustrate how an attacker controlliBf=P speaker in A% (i.e.,

the router establishing a BGP session with Apmight hijack15/8 which is allocated to
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AS I. We assume that the network has converged 98, i.e., every AS has a route to
15/8 (see Table 6.2).

| AS | Route to 15/8 | AS | Route to 15/8 |
A | (15/8,[I,G,C]) | F | (15/8,[1,G,C,B)])
B | (15/8,[I,G,C]) | G | (15/8,[]))
C | (15/8, [1,6]) H | (15/8, [1,G,C.D])
|
J

D | (15/8, [1,G,C)]) direct route
E | (15/8, [I,G,C,A)]) (15/8, [1,G,C,D,H])

Table 6.2:Routes tol5/8 from each AS before the attack

(AS E) An attacker configures a compromised BGP speakertmadvertise routél5/8, [E])
to A. Sincel5/8 is not allocated ta¥ (it is allocated tal), it is illegitimate for £’ to

originate routg15/8, [E]). However, an attacker does not play by rules.

(AS A) After receiving(15/8, [E]), A now has two distinct routes tth/8: (15/8, [E]) and
(15/8,[1,G, C]). A will prefer one of them using the standard BGP route selactio
process as described in §6.6.5. Assume thiatplements a common policy in which
a customer route is preferred over a provider route or a eder In other words,
among a set of routes for the same destination, the routéezeecom a customer
AS is preferred over those received from a provider or a pe&erus,(15/8, [E])
is preferred ove(15/8, [C, G, I]) sinceFE is a customer ofd, andC' is a peer ofA.

As aresult(15/8, [E]) is installed inA’s routing tablewhich is now poisoned

Since(15/8, [E]) is learned fromA’s customerA will re-advertise itag15/8, [E, A])

to B andC (see 82.1.3 for peer-to-peer route exporting policy).

(AS C) After receiving(15/8, [E, A]), C will compare it with(15/8, [I, G]). Assume that
implements a common policy that a customer route is predesver a provider route
or a peer route. Sindg is a customer of’ andB is a peer(15/8, [, G]) is selected.

Therefore(C’s routing table is not poisoned

(AS B) Atfter receiving(15/8, [E, A]), B compares it with(15/8, [1, G, C]) which it has re-

ceived fromC'. SinceB has a peer relationship with bothandC', the preference
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values assigned to the two routes might be same. To brealethée second rule
in the route selection process (cf. 86.6.5) will be appliglich favors the shorter
AS_PATH. Therefore(15/8, [E, A)) is selectedB’s routing table is poisoned

B will also propagaté¢15/8, [E, A, B]) to F' and H, which are the customers &f's
(see 82.1.3 for provider-to-customer route exportinggyli However,B will not
propagate this route t0' or D since they are peers (see 82.1.3 for peer-to-peer route

exporting policy).

(AS F) After receiving(15/8,[E, A, B]), F' uses it to replace the existing route 15/8,
i.e., (15/8,[1,G,C, B]), without going through the route selection process. In BGP,
a new route automatically replaces an old one if they areiveddrom the same

source (e.g.B in this case). Thug,’s routing table is poisoned

(AS H) After receiving(15/8, [E, A, B]) from B, H compares it with(15/8, [I, G, C, D)).
Assume thafD, H] is a primary link and B, H| is a backup one (e.g|D, H] is
less costly thanB, H]), then H will assign a higher preference value to the routes
received fromD than those fromB. As a result,(15/8, [E, A, B]) is not selected.

Therefore,H'’s routing table is not poisoned

After the above process, the routing tablesiof3 and F* are poisoned, and the routing
tables ofGG, C, D, H, and.J arenotpoisoned (see Table 6.3). As a result, traffic destined to
15/8 and initiated fromA, B, and /" will be forwarded toE, not to the real address owner
I. In other words, prefiX5/8 has beerijackedfrom I from the view point of some part

of the network.

| AS | Route to 15/8 | AS | Route to 15/8 \
(15/8, [1,G,C])— (15/8,[E]) (15/8, [1,6,C,B])— (15/8, [E.A.B])
(15/8, [1.G,C])— (15/8, [E.A]) (15/8, 1))

(15/8, [1,G)) (15/8, [1,G,C.D))

(15/8, [I,G,C)) direct route

(1578, [1,G,C.A]) (15/8, [1,G,C.D,H])

m| O O|w| >

ol —|IT|®Om

Table 6.3:Routes tal5/8 from each AS after the attack

It is well-known that prefix hijacking can be used to fact@anany types of attacks,
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includingdenial of service, man-in-the-middle (MITM)r service hijackinde.g., email).
While service hijacking will always deny the service of ali@ddress holder, it also has the
purpose of impersonation. Therefore, it could cause mateuseconsequences. Here we
present three types of attacks using service hijackspgmminginterception of password
Reset messageandPhishing The first two attacks described here are related to email
server impersonation, and the third attack is related to seeber impersonation.

Advanced Spamming.Recently, falsification of NLRI might have been used by spam-
mers to facilitate advanced spamming [16]. Here we desbiddespammers can use prefix
hijacking to defeat the email authentication mechanism GBE 83.2.2).

A spammer who wants to send out spam using the domain nalise.toni can hijack
the IP address space containing the authorized IP addred$.¢.7) published by &l-
ice.com. For example, the spammer with control of a BGP speaker caowance routes
for prefix 15.15.2.0/24, and set up an SMTP server configured with IP addrésd5.2.7".
This allows the spammer to use the hijacked IP addrEsd’5.2.7” to establish SMTP con-
nections with bob.coniand send out spam usinglice.coni as the domain of the sender
address. Email authentication mechanisms such as SPFowllenable to detect this type
of spamming. In fact, any authentication mechanism baség @m IP address can be
defeated by prefix hijacking.

Interception of Password Reset Message&ne possible attack using prefix hijacking
is to intercept password reset messades gaining illegitimate access to other people’s
email accounts. A traditional way of doing this is to crac& fmssword of a victim account
by either offline or online dictionary attacks. Offline datiary attack usually requires
access to the password database (e.g., /etc/passwd in Wi may not be possible.
Online dictionary attack usually involves automatic logetries with candidate passwords
(e.g., chosen from a dictionary). Since some email servioeighers have adopted reverse
Turing tests to defeat automatic logon retries, it becomaemifficult for online dictionary
attack to succeed.

However, many email services provide “user-friendly” teat to allow users to reset

their passwords in the case they forget them. When a linkasi¢forgot your password” is

2This attack was mentioned to us by Dan Boneh during a contensat NDSS'05.
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clicked, a password reset message is sent to another ercaulrdgqnamely backup email
account) associated with the account whose password hasfae@t (namely primary
email account). A backup email address is usually asked Imymmail service providers
for authentication purpose such as receiving password nesssage. A password reset
message may contain an automatically generated new pafswroa link pointing to a
page where the user can type in a new password without bekeg &3r the old password.

The assumption made here is that a backup email addresyiaangssible to its owner.
This assumption usually holds since an email account isliyquessword protected and it
appears difficult to intercept an email message if an attagies not have access to one
of the following communication paths: 1) from the mail sereeiginating a message to
the mail server receiving it, and 2) from the mail client i®ting the message to the mail
server storing it.

However, such an assumption will loose ground if an attackermanipulate BGP to
hijack IP prefixes. Suppose a user has a primary email adtixég®alice.corfy and the
backup email address associated with this accountli®@bob.corh An attacker may gain

access toX1@alice.corhby performing the following steps:

1) looking up the IP address of the email serverlmdli.comi (e.g., by looking up the
MX record of “bob.contiin DNS), in this case, which i$0.10.1.8 (see Figure 3.2);

2) hijacking10.10.1.8 by announcing a BGP route for the prefi%.10.1/24, assuming
that10.10.1/24 is the most specific prefix containing.10.1.8 on the Internet;

3) requesting password reset forl@alice.corty

4) intercepting the password reset message sent fadice'coni to “x1@bob.cor
e.g., by setting up an email server with the IP addi®ss).1.8. Since the IP prefix
containing10.10.1.8 has been hijacked, the password reset message will be sent to

the attacker instead of the legitimate mail serverlwdts.comi.

5) resetting the password foxX@alice.corh by following instructions in the inter-

cepted password reset message. As aresult, the attacheagaess taX1@alice.corh
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While some online service providers (e.g., Expedia) magpcrequests for password
resets without asking for any additional information (gxdhe userid of the account being
reset for password), many (e.g., Yahoo) do take additideaksor verifying identities. In
other words, additional information is often required towtthat you really are the owner
of the account whose password is to be reset. For examplepYagks for a date of birth
and a postal code, and Ebay asks for a postal code and a phorenuGmail asks for
characters in a picture for countering automatic passwesetrattacks, but not for identity
verification. However, most information requested for deuing identity theft could be

obtained, e.g., by social engineering.

Phishing. A primary objective ophishingis to steal people’s confidential information,
e.g., credit card numbers, social insurance numbers, ddigtb, and home addresses,
among others, so that they can be used directly or indirdsthid to a third party) for
financial benefit. A phisher usually sends out spam to a latgeber of people using
well-known sender addresses (e.g., the email address sétugity team of a well-known
bank) to ask a recipient to reset its account by going to a spareontrolled website
and filling in confidential information. The link to a frauduit website can be a numeric
IP address, an irrelevant domain name, or a domain name weitgarsto the real one of
a claimed organization. The displayed URL which a potentieiim sees may also be
entirely different than the URL linked to in the underlyingri. However, a careful user
may be able to find the discrepancy and thus avoid being foolbé legitimate domain
name or URL can also be used if its DNS record on a victim macfiie., the machine
from which a user clicks the link) is changed (poisoned) mlfhaddress of the fraudulent

website. Again, a careful user may still be able to noticettick.

To use the legitimate domain or URL of a claimed organizatioa phishing email
without poisoning a DNS record, a phisher can hijack the lthess space of that organi-
zation and set up a fraudulent website using the IP addregsedégitimate website. In
this way, it will be difficult (essentially impossible) for @ser to distinguish a phishing
message from a real message (i.e., a message indeed seatdogdhization in question).
As shown in Figure 6.1, some ASes (more precisely the routibtes of BGP speakers

in some ASes) may not be poisoned by a bogus prefix annountetegending on their
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locations and relevant routing policies. Thus, users kxtat these ASes may go to the real
website by clicking the link in a phishing email. HoweverpsoASes may be poisoned

and their users will face the risk of being phished.

Falsification of AS_PATH

We use Figure 6.2 to illustrate how an attacker might infleemaffic flow by manipulating
AS_PATH. Suppose A% multi-homes withD andB; [D, H] is a primary link and B, H]|

is a backup link. In the normal situation, traffic destined4and its customers (e.g/)
will go through link[D, H|. When[D, H| fails, [B, H] is used. To achieve this traffic en-
gineering objectiveH can legitimately utilize AS_PATH to influence other ASesutiog
decisions. For examplé/ announceg10/8,[J, H]) to D (normal BGP operation), and
[(10/8,]J, H, H, H]) to B (a legitimate traffic engineering technique). After thewmk
converges on0/8, all traffic to 10/8 will be forwarded over linKH, D] to H (see Table
6.4).

10.0.0.0/8

Figure 6.2:Changing traffic flow by AS_PATH falsification

However, B can attract traffic destined t@) /8 by announcing a route tt0/8 with a
fraudulent AS_PATH, e.g.,10/8, [/, B]). Note the|J, B] is shorter thanJ, H, H, H, B|
which is supposed to be advertised By As a result, other ASes may select the route to
10/8 which goes througlB. See Table 6.4 for details of route changes. To summarize,

traffic flow can be changed by falsification of AS_PATH.
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| AS | Route to 10/§ | AS | Route to 10/8 \
A | (10/8, [J,H,D])— (10/8,[3,B]) (10/8, [J3,H,H,H,B])— (10/8, [J,B])

B | (10/8, [J,H,H,H])— (10/8, [J]) (10/8, [J,H,D,C])— (10/8, [J1,B,C)])

C | (10/8, [J,H,D])— (10/8, [1,B]) (20/8, [J])

D | (10/8, [J,H]) (10/8, [3,H,D,C,G])— (10/8, [3,B,C,G])
E | (10/8, [J,H,D,A])— (210/8, [J,B,A]) direct route

o|—|IT|® M

Table 6.4:Routes tol0/8 from each AS before and aftét announces fraudulerii0/8, [J, B]).
1 - Note the “after” route as listed herein may not actuallyséexi

6.3 A Conjectured BGP Attack: The Google Outage

In this section, we present an analysis of real world BGP daltacted by the RouteViews
project [116] regarding an abnormal announcement of oneocoig&’s prefixes during the
period around Google’s May 2005 outage [139]. Based on aalyais and communication
with related parties, we speculate that BGP prefix hijackimght have contributed to

Google’s May 2005 outage.

6.3.1 Introduction

Google went down for less than an hour around 22:10, May 005 20TC [126], which
was acknowledged to have been caused by Google internal Dbt®mfigurations. Due to
the outage itself and some uncountered claims [37] of tredfiirection during the outage,
we studied how the Border Gateway Protocol (BGP) [109] betiann the Internet during
the period when Google was down.

We used the BGP data continually collected by the RouteVignogect [116] to analyze
BGP announcements of Google’s prefixes from January 1, 2008 25, 2005. Inter-
estingly, we discovered that at 14:37:56, May 07, 2005 UTr@r o the service outage,
AS174 operated by Cogent, which is apparently independent Google, mysteriously
originated routes fo64.233.161.0/24, one of the prefixes assigned to Google. This prefix
contains the IP addresses associated with www.google.eamed from the DNS dur-
ing that period of time (based on the DNS queries from a nurobe&omputers within
Canada). This erroneous prefix origination did not occuorpio this specific instance,

nor has it re-occurred thereafter. None of the traffic engjiimg approaches (e.g., multi-
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homing, aggregation, etc.) which we are aware of could éxplas announcement.

The coincidence in time with Google’s service outage leal®ispeculate that BGP
might have been exploited by malicious parties to interdtilgntarget Google, although
we are not able to conclude this definitively. If our spedolais indeed true, it should
raise alarms that attacks exploiting routing vulnerabsit which were forewarned about

16 years ago by Perlman and Bellovin [103, 11], are now kedlit

6.3.2 Multiple Origin ASes (MOAS)

Each AS is assigned one or more IP prefixes by the organizatiomng that AS, which

either obtains the prefixes from the address authority,(@.BIR) or from another organi-
zation (e.g., an upstream ISP). It is usually the AS to whighedix has been legitimately
assigned which will originate a route for that prefix. In atherds, there should be only
one origin AS for each prefix [48]. However, some operatigmakttices make it possible
for two or more ASes to originate a route for the same prefixs ©often referred to as
Multiple Origin ASes (MOAS) [152]. Here we describe thresesa under which MOAS

could occur (see [152] for a more detailed study).

Multi-homing

Many organizations connect to the Internet via two or mofesi®hich may run different
ASes. A multi-homing organizationX() may or may not run its own AS. In the former
case,X may use a valid AS number or a private AS numberXlfparticipates in inter-
domain routing using a valid AS number, it should be the omlgio AS for its prefixes.
In other words, there should be no MOAS of its prefixesXltises a private AS number,
its service providers will strip the private AS number frothrautes originated byX and
replace it with their own AS numbers. Thus, there will be nplét origin ASes forX'’s
prefixes. IfX does not participate in inter-domain routing (i.e., it i nanning its own

AS) and simply delegates its prefixes to all of its servicevhers, it is equivalent to the

31t is known that spammers commonly hijack prefixes using BGE).[ However, they usually hijack
unused address space, resulting in no harm to existingctflaifv on the Internet.
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case of using a private AS number from the perspective obpoeiyin. Thus, MOAS will

be observed foX's prefixes.

Anycast Routing

Anycasting [100] refers to communication between a cliert ane of the servers within
a group sharing a common IP address (anycast address). M\dpjgears counter-intuitive
for multiple servers to be configured with the same IP addrsgcasting offers attrac-
tive benefits such as reduced response delay, load-batgmntiproved availability, among
others. Thus, it has gained popularity among applicatiovice providers. For instance,
some of the root DNS servers (e.g., F-root [60] and K-root OOBKJ) are implemented
using anycast. Anycast routing refers to a practice thgbeup anycasting in the network
layer by ensuring that a datagram sent to an anycast addrieaasmitted to at least one of
the servers within an anycast group, likely the one “cldgedhe originating network. To
do so, an anycast address space will be announced by mudtigkss into an internetwork.
For example, if an application service provider distrilsute anycasting service across dif-
ferent geographic locations, each of which connects torttezriet via a different ISP, then
multiple origins of prefixes containing this anycast addrggace will be announced via

BGP by different ASes. In other words, anycast routing carsedMOAS.

Prefix Hijacking

A malicious ASY may announce a prefix assigned to anothet®ithout any legitimate
reason. As a result, traffic originated from some part of therhet and destined to X may
be attracted to Y; such traffic can then be manipulated in maays. For example, traffic
can be dropped; modified and then resent back to X throughreekuor redirected to other

locations [12].

6.3.3 Analysis Results

We used BGP data collected on a regular basis by the Routs\Rewyect [116] to analyze

announcements of the prefixes assigned to Google. ThereweabBGP routers main-
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tained by the RouteViews project, each of which establisfPB&ssions with a number of
ASes on the Internet. These RouteViews routers only coB&® update messages from
their neighboring ASes and do not inject any update mesdzayds In the absence of ac-
cess to the BGP data from ASes of our choice, the BGP datectedldy the RouteViews
project is of central importance to our analysis. We combineeBGP data collected by
different routers to get a better view of BGP updates on tterhet. However we acknowl-
edge that this view is still limited, and does not allow ug éainfidence in our conclusions
on the actual reason of the Google incident, or to deduceutherfpact of the incident on

the Internet.

Based on ARIN’swhoisdatabase [5], we learned that Google has AS number 15169,
and is assigned three /19 and one /22 address blocks whic¢hirton total 100 blocks
of /24 prefixes. Google chooses to announce /24 prefixesaihste/19 or /22, which is
a common practice for avoiding traffic destined to one AS daeitiracted to other ASes
which might have announced that AS’s prefixes with longefixes. Announcing prefixes
longer than 24 bears the risk of being rejected since 24 itotigest prefix acceptable to
many ISPs. Based on the BGP data we used, AS15169 has 25 oksgindluding AS174.

Our hypothesis is that if someone tried to attract traffictides to Google by prefix
hijacking, we should see MOAS regarding some of Google'fiy@e. Thus we first looked
at one BGP routing information base (RIB) collected neartime when Google went
down. We discovered one AS (i.e., AS174) in fact originaté@33.161.0/24, one of the
prefixes assigned to Google, before Google’s outage. Weahalyzed the RIBs collected
over a number of days to determine the duration of this miggterannouncement, or what
we call theMOAS period We then analyzed one BGP RIB per day from January 1, 2005
to the start of the MOAS period, namely in thee-MOASperiod, and one BGP RIB per
day from the end of the MOAS period to May 25, 2005, namely eybst-MOASeriod.
We then compared how AS174 originated routes for the preéigegyned to Google over
these periods.

We observed that AS174 started to originate Google’s predimfl4:37:56, May 07,
2005 UTC and stopped after 10:52:00, May 09, 2005 UTC; wetlelltheMOAS period

We next report our observations respectively for the threeods (pre-MOAS, during-
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MOAS, and post-MOAS period).

60 4 56 57 56
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# of ASes Readvertising
64.233.161.0/24

Pre-MOAS During-MOAS ~ Post-MOAS

| Total # of ASes  m# of ASes via AS174 |

Figure 6.3:Total number of ASes re-advertising routes 6dr233.161.0/24, and total number of
ASes via AS174

Pre-MOAS Period

Prior to the MOAS period, we observed that AS15169 origid&te233.161.0/24 to 25
direct neighbors including AS174, which further re-adigerthe route to 31 remote ASes
(i.e., not directly connected to AS15169). In total, we olied that 56 ASes re-advertised
routes for64.233.161.0/24, and that no AS other than AS174 itself re-advertised routes
with an AS_PATH involving AS174 (hereafter “via AS174”). tither words, we did not
observe any AS re-advertising routes for.233.161.0/24 via AS174 (see Figure 6.3).
Thus, it is very likely that in the pre-MOAS period, traffic stamed t064.233.161.0/24
passed through AS174 only if the traffic originated eith@nfrAS174 or from its cus-

tomers.

During MOAS Period

During the MOAS period, AS174 originated routes ©r.233.161.0/24 instead of re-
advertising the one originated by AS15169, thus poisonigymASes’ routing tables.
We observed in total 57 ASes re-advertising the route§4®33.161.0/24, among which
31 ASes preferred (i.e. selected) the routes originated ®y74. Among these 31 ASes,
28 of them switched from the routes originated by AS151696s¢ originated by AS174,
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Figure 6.4: Total number of prefixes assigned to the ASes re-advertisimgtes for
64.233.161.0/24, and the number of prefixes assigned to poisoned ASes
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Figure 6.5:Number of prefixes with specified length assigned to the peidcASes

including 8 of AS15169’s direct neighbors. We refer to thas@oisonedASes. Some
of the poisoned ASes are large ISPs, such as AS701 (UUNET4895(11J), AS3561
(C&W), and AS7018 (AT&T). Geographically, they span almegery continent. In terms
of percentage}9.1% (28 out of 57) of re-advertising ASes were poisoned, inalga%
of AS15169’s direct neighbors (see Figure 6.5).

We examined the prefixes assigned to the poisoned ASes fpguive on the amount
of address space from which traffic originated toward Goaglght have been attracted to
AS174. Based on the data we used, in total 2003 prefixes weignasl to the 28 poisoned
ASes. Figure 6.5 presents those prefixes arranged by prefiihleThis demonstrates that
not only prefixes containing relatively small address ran@ey., /24) are affected, but also

some prefixes containing larger address space (e.g., wathgdh shorter than 16). This is
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not a surprise since some of the poisoned ASes are large 1Biek twold a large amount

of address space.

Post-MOAS Period

After the MOAS period, we observed in total 56 ASes re-adsiaq the route for pre-
fix 64.233.161.0/24 originated by AS15169. There was no AS except AS174 whose re-
advertisements fo34.233.161.0/24 had an AS_PATH involving AS174. This is the same
situation as in the pre-MOAS period.

Regarding other prefixes assigned to Google, we did not ebsery multiple origins

for any of these, neither by AS174 nor any other ASes duriegdtinee periods.

6.3.4 Our Interpretation

First, we suggest that none of the legitimate reasons agstied in 86.3.2 can explain why
AS174 would originate the IP prefix assigned to Google. We nersider the possibility

that this was caused by misconfiguration or malicious attack

Misconfiguration

We consider two types of misconfiguration which might resalthe MOAS regarding
64.233.161.0/24. Firstly, many ASes use centralized databases, which contain IRgsefi
assigned to an AS, to automatically generate configuratiemfior BGP speakers within an
AS. If a prefix f, assigned to AX erroneously enters into the central database from which
AS Y draws its BGP speaker configurations, XSnight erroneously originate routes for
f=- So it might be possible th&tl.233.161.0/24 got into AS174’s configuration database
and AS174 updated some of its BGP speakers using the misapedigatabase before the
MOAS period.Secondlyit is also possible that one or more BGP speakers in AS17é wer
misconfigured such that they stripped the origin AS from deauhen re-advertising that
route. However, this second situation appears very unligglce we did not observe the

same misbehavior happening on any other prefixes announyo&815169 to AS174.
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Malicious Attack

It is also possible that one or more of the BGP speakers in A®d&fe compromised and
used to influence traffic sent to Google. While some traffidided t064.233.161.0/24
indeed was forwarded through AS174 to AS15169, and an &tadkh control of a BGP
speaker in AS174 could get access to that traffic withoutchijeg Google’s prefix, the
amount of such accessible traffic is limited and a large ponvas forwarded to AS15169
by its neighbors other than AS174. Thus, hijacking the prafiews an attacker to gain
access to more traffic destined to the hijacked address .spaceattacker would have
much freedom in manipulating the attracted traffic, depegpdin how much control he
has over the compromised routers. A simple attack is toeettraffic to a black hole by
installing unreachable static routes in the routing tabtb@compromised router in AS174.
An advanced attack is to redirect attracted traffic to a iooafe.g., a compromised PC)
where their destination IP addresses are replaced by neddiésses (e.g., the IP addresses
of other websites). The modified traffic is then re-injectetb ithe Internet [13, 12]. If
an attacker chose to not manipulate the attracted traffectréffic might still be able to
reach its intended ultimate destination, i.e., Google;esiS174 has direct connectivity to

AS15169.

6.3.5 Communication with Google and Cogent

We made attempts to obtain inputs from both parties invoilmetis incident, i.e., Google

and Cogent. Here we summarize our communication with them.

Communications with Google

Our communication with Google [134] was useful on severahfs. First, we acquired
better understanding of Google’s internal DNS failurescled to the outage. The failure
was caused by an unreadable configuration file consistinignafst all DNS A records that
was mistakenly pushed to all Google DNS servers. As a reslllDNS queries sent to
Google’s DNS servers were returned with answers of no A dscavhich in turn caused

the service outage. We also learned that Google does nohysast routing, which could
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also cause MOAS.

Second, we understood that most of the reported trafficeetitims were mainly caused
by browsers trying to append a Top Level Domain or TLD (egpom) when a supplied
domain name could not be resolved. In this case, many quiatesded togoogle.com
ended up at sites such gsogle.com.conwhich happens to be hosted ggosearch.com
In addition, some Internet Service Providers (ISPs) repoimters to some special sites
whenever a domain name search fails, which might have alssedasome redirections.

Third, such MOAS is not considered legitimate by Google, @adgle did experience
problems with64.233.161.0/24 during the period of MOAS at the Point of Presence (PoP)
through which Google peers with Cogent. However, statibtraffic differences were not
apparent given the large volume of traffic received by GoodMe also came to agree-
ment that a few uncountered claims [37], could indeed beexhby redirections involving
BGP, albeit not conclusively. For example, some traffic serftvwww.google.coihwere
redirected to Search.msn.cofr(cf. [37]). Such redirection appears unlikely caused by
attempts to append a TLD.

Fourth, our draft report served the purpose of alerting Gopgrsonnel to BGP secu-
rity issues. After reading our draft, we were told that Gexyhetwork operation group
was “ sufficiently disturbed” by the fact that BGP can be usedpirefix hijacking, and
are considering setting up infrastructure for monitoripgarent hijacking of Google’s IP

prefixes.

Communications with Cogent

We have made several attempts to discuss this incident mdikiiduals from Cogent. We
first contacted Cogent Network Operation Center (NOC)natc@ cogentco.cohjl32].
We were asked for the aspath involved in the incident, anda@ationship with Google.
After providing the requested information, we did not helaadk further.

Our second attempt involved sending a request [135] to thR@®& mailing list, ask-
ing for a technical contact at Cogent to discuss BGP issues. e®ail to the NANOG
mailing list resulted in email exchange [131] with an emgeyrom a Cogent help-desk

who advised us that she/he was not able to discuss this imtcwdéh us due to privacy
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agreements. A separate email contact [133] through Cog&& Nroved to be equally
unhelpful. While this does not provide any evidence suppgrbur conjectures, neither

does it contradict any.

6.3.6 Discussion

While some MOAS is valid, we do not know if there was any legdte reason behind
AS174’s origin of Google’s prefix. To think negatively, itp@ssible that one or more BGP
speakers within AS174 misbehaved. On the extreme, the hmasireg BGP speakers might
have been controlled by an attacker which then redirecteny(@ts traffic to some other

sites of the attacker’s choice.

This incident differs from others [89, 19] in that it is subdnd might be a real mali-
cious activity specifically targeting an organization, lglothers are known to have been
caused by misconfiguration and have no specific target. Thident, among others clearly
demonstrate that BGP is extremely vulnerable and must heexbto protect the Internet
infrastructure, which is now clearly recognized as a ailtiofrastructure and is on the path

to replace many of the traditional communication infrastuves (e.g., telephony).

6.4 BGP Security Goals

We seek to design secure protocol extensions to BGP whichesast the threats as dis-
cussed in 86.2.2, i.e., primarily falsification of BGP upglatessages. As with most other
secure communication protocols, BGP security goals mustidie data origin authenti-
cation and data integrity. In addition, verification of thepriety of BGP messages is
required to resist falsification attacks. Specifically, pmepriety of NLRI and AS_PATH
should be verified. All verification will be performed mostdiy by a BGP speaker online,
but possibly by an operator off-line, which is not discussetis thesis.

We summarize five security goals for BGP (cf. [71], also s&8[1.40]), for reference
later in 86.5, 86.6, 87.1.1 and §87.4. G1 and G2 relate to dagma@uthentication, G3 to
data integrity, and G4 and G5 to the propriety of BGP contressages. These five security

goals address a large number of serious threats againstiB@G®it is highly desirable for
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any serious BGP security proposal to achieve them. Howévese alone should not be
considered as sufficient for BGP security, since other ter@ag., replaying) remain (see
86.2.2).

G1. (AS Number Authenticationl} must be verifiable that an entity using an AS number
s; as its own is in fact an authorized representative of the A8hich a recognized

AS number authority assigneg

G2. (BGP Speaker Authenticatioffmust be verifiable that a BGP speaker, which asserts
an association with an AS number has been authorized by the AS to whiglwas

assigned by a recognized AS number authority.

G3. (Data Integrity)It must be verifiable that a BGP control message has not bken il

gally modified en route.

G4. (AS Path Verification)lt must be verifiable that an AS_PATH( = [s1, s2, . - ., sk])
of a BGP routen being propagated consists of a sequence of ASes traversedrby

the specified order, i.em originated froms,, and has traversed, . . ., s, in order.

Gb5. (Prefix Origin Authentication) It must be verifiable that it is proper for an AS to
originate an IP prefix. It iproperfor AS s; to originate prefixf; if 1) f; is indeed
assigned tosq; or 2) s, is assigned a seft; of prefixes;s; has received a set of
routes with a sef;, of prefixes; andf; is aggregated fron#’, F5 or both such that
Vi Ch, foCRURS

6.5 Pretty Secure BGP (psBGP)

psBGP makes use of a centralized trust model for authemic&S numbers and AS
public keys. RIRs are the root trusted certificate authesitiIn psBGP, each AS is
issued a public key certificate (ASNumCert), signed by onthefRIRs (sayl"), denoted
by (ks, s)z-- Such an AS creates and signs two data structures: a SpeakgrCs)z-

4If f, is not assigned te; and3f,C f; such thatfmgFluFQ, thens; overclaimslP prefixes, which is a
type of falsification.
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binding a different public ke¥., to s; and aprefix assertion listPAL). The latterpal,, is
an ordered list: the first assertion is foitself and the rest are endorsementssbigr each
of s’s neighbors ordered by AS number. Figure 6.6 illustratesctrtificate structure used
in psBGP. In what follows, we start with a description of arrgtmechanism used by each
AS in determining its confidence in an AS_PATH or a prefix asser We next describe
psBGP with respect to the above five security goals: G1-Gd, laerd G5 in 86.6.

Root AS Number Authorities

T is an RIR
one ASnumCert per AS
I | | I
| — ASNumCert — — MultiASCert  —
ID=AS# =s ID=DN
public key=k_ $.,S,,-
signed by T signed by T
PAL/merCert one MultiASCert per
multi-AS organization
((1; :i ID=AS#=s
o1 public key=k'_
signed using Kk signed using Kk

Figure 6.6:psBGP certificate structure

6.5.1 A Rating Mechanism for psBGP

In psBGP, each AS; rates every other AS; with a value in|0, 1], denoted byr;(s;),
representing;’s confidence or belief i3;’s trustworthiness, i.e., in an assertion made by
s; such as a digitally signed AS_PATH or a prefix assertion ooesement.r;(s;)=0 or

1 respectively indicates; fully distrusts or trusts;. When there is no ambiguity, we omit
the subscript om in r;(s;).

While each AS has freedom in determining how to rate othersA8& suggest the
following guidelines: an RIR should be fully trusted (i.eated1); a direct neighbor might
be expected, in many cases, to be more trustworthy than atee®® and a majority of
ASes should be neutrally trusted, e.g., raied We make use of the belief combination
rule (see equation 4.1 in 84.5.1) for computing the confidaratue in a statement which
is consistent among a set of assertions made by a group of @®esroboratinggroup)

based on one’s ratings of those ASes. We consider two typesnsistency in psBGP:
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path-consistencgndprefix-consistencyThe former is regarding the consistency among a
set of digital signatures over an AS_PATH (see Definitionsad &in 86.5.5). The latter is
regarding the consistency of a prefix assertion and a preflereement (see Definition 7
in 86.6.1).

Recall 84.5,\;;_,,; denotes a common subset that can be derived from each of the

n assertions made by a group of AS, .., s,. The precise meaning of;, ,; depends

on the type of consistency in question. In prefix-consisteifca,, is a prefix asser-
tion (f1,s1)s,, andas,, .., as, prefix endorsementsf, s1)s,, .., (f1, 51)s,, thenip ) rep-
resents a prefix assignment of, i.e., s; is assigned a prefix;. In path-consistency,

if as,={f1,[s1,52)}s1, - as,={f1,[51, -, Sn, Snt1] }s,, @re digital signatures present with a
BGP routen=(f1, pn:[sl, ., Sa]), then),, ,, represents a statement thatcontains a path
segmentsy, so], As, s, FEPresents a statement tipatcontains a path segmept, s3], and

SO on.

For later cross-reference, we next derive two algorithmsdspectively increasing and
decreasing beliefin; ) from equation (4.1) presented in §4.5. Algorithm 5 desariew
to increase one’s confidencein . ,—1) when an additional endorsement is obtained, e.g.,
from s,,. Algorithm 6 describes how to reduce one’s confidenca;in,) when (without

loss of generality},,’s endorsement is withdrawn.

Algorithm 5 Adding new endorsement from A§
1: INPUT: b()\[l (n— 1)]) ( )

2: OUTPUT: b(Aj1..)

3 te—r(s,) +[1—r(
4: returng)

sn)| - b(A[1.(n-1))

Algorithm 6 Removing existing endorsement from AS$
1: INPUT: b(Ap.np), r(sn)
2: OUTPUT: b(Aj1..(n-1)])
3t b(Af1..n))—7(sn)

1—7(sn)
4: returng)
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6.5.2 AS Number Authentication in psBGP (G1)

Following S-BGP [120], psBGP makes use of a centralized BKAS number authentica-
tion, with five root Certificate Authorities (CAs), corresmbng to the five existing RIRs.
When an organizatiof? applies for an AS number, besides supplying documentsrdlyre
required (e.g., routing policy)3 additionally supplies a public key, and should be required
to prove possession of the corresponding private key [1IROWhen an AS number is
granted toB by an RIR, a public key certificate (ASNumCert) is also issusdned by
the issuing RIR, binding the public key supplied Byto the granted AS number. An AS
numbers is calledcertifiedif there is a valid ASNumCertk;, s)z-, bindings to a public

key k, signed by one of the RIRY,.

\ | Jan Febl Mar| Apr| May| Jun| Jul] Aug|
Start of month 16 554{16 708 16 87917 15617 35017 538 17 699 17 884

Removed during month 153 137 155 174 138 179 164 N/A
Added during month 307| 308 432 368 326] 342 349 N/A

Table 6.5:AS number dynamics from January 1 to August 1, 2004

The proposed PKI for authenticating AS numbers is practaraghe following reasons.
First, the roots of the proposed PKI are the existing trusigthorities of the AS number
space, removing a major trust issue which is one of the méfstudi parts of a PKI: the
root of a PKI must have control over the name space involvetthan PKI. Thus, RIRs
are the natural and logical AS number certificate autharit/e acknowledge that non-
trivial (but feasible) effort might be required for implenteng such a PKI. Second, the
number of ASes on the Internet and its growth rate are relgtimanageable (see Table
6.5). Considering there are five RIRs, the overhead of magagSNumCerts should
certainly be manageable, given that larger PKIs are cuyr@oimmercially operational
[47].

To verify the authenticity of an ASNumCert, an AS must hawe titusted public key
(or verifiable certificate) of the signing RIR. These few rtrosted public key certificates
can be distributed usingut-of-bandmechanisms. ASNumCerts can be distributed with

BGP update messages. An ASNumCert should be revoked whesotresponding AS
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number is no longer used or is reassigned to another orgamzéssues of revocation are
extremely important, although not directly dealt with instbthesis. We restrict comment
to the observation that revocation is a well-studied, alsidi challenging issue (e.g., see
[1]). So far, we assume that every AS has the public key aaatds of RIRs and can obtain

the ASNumCerts of any other ASes if and when necessary.

In discussion related to various proposals for securing,Bi@Pe is much debate in the
BGP community on the architecture for authenticating thaipkeys of ASes, particularly
on the pros and cons of using a strict hierarchical trust ineglea distributed trust model,
e.g., a web-of-trust model [153]. We make use of a strictanahical trust model (with
depth of one) for authenticating AS numbers and their pukdigs to provide a strong
guarantee of security. Therefore, it would appear diffiboitan attacker to spoof an AS
in psBGP as long as it cannot obtain the private key corredipgrio the public key of an
ASNumCert signed by an RIR, or the signing key of an RIR. Intst, a web-of-trust
model does not provide such a guarantee. Other issues ig@tath a web-of-trust model
include: trust bootstrapping, trust transitivity, and netability to a single misbehaving
party [85, 108].

6.5.3 BGP Speaker Authentication in psBGP (G2)

An AS may have one or more BGP speakers. A BGP speaker musthiaad by an AS
to represent that AS to establish a BGP session with a BGRkapemaanother AS. In ps-
BGP, an AS with a certified ASNumCert issues an operationalipkey certificate shared
by all BGP speakers within the AS, namely SpeakerCert. A ISp€rt is signed using
the private key of the issuing AS, corresponding to the mukdy in the AS’'s ASNum-
Cert (see Figure 6.6). A SpeakerCert is an assertion made Bysahat a BGP speaker
with the corresponding private key is authorized to repretieat AS. SpeakerCerts can be
distributed with BGP update messages.

We consider three design choices for BGP speaker authgatica) each BGP speaker
has a distinct key pair and is issued a unique public keyfumte; b) group signatures

(e.g., see [20]) are used, i.e., each BGP speaker has a upiyaée key but shares a
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common public key and public key certificate with other seakn the same AS; or ¢)
all BGP speakers in a given AS share a common public-priveyeplair. Choice a) pro-
vides stronger security in theory but requires more ceatifis, and discloses BGP speaker
identities, which may introduce competitive security cems [145]. Choice b) again pro-
vides stronger security in theory, requires the same numbeertificates, and does not
disclose BGP speaker identities, but involves a more caxgtstem, which we believe
significantly reduces its chances of being commerciallyeptad and securely deployed.
We recommend choice c) primarily for its operational sircipyi However, an operator has
the ultimate freedom in determining how many BGP speaketisinvan AS will share a

public-private key pair, i.e., finding a balance betweenaha) and c).

The private key corresponding to the public key of a Speager{S used for estab-
lishing secure connections with neighbors (86.5.4), angiffning BGP update messages.
Therefore, it would most likely be stored in the communicatdevice associated with a
BGP speaker. In contrast, since the private key correspgrtdithe public key of an AS-
NumCert is only used for signing a SpeakerCert anb4d,, it need not be stored in a
BGP speaker. Thus, compromising a BGP speaker at most skscthe private key of a
SpeakerCert, requiring revocation and reissuing of a Sp€&at, without impact on an
ASNumCert. This separation of ASNumCerts from SpeakesQamvides a more con-
servative design (from a security viewpoint), and dist@su'rom RIRs to ASes (or their
delegated certificate service providers) the workload dffaate revocation and reissuing
resulting from BGP speaker compromises. In summary, an ASB&rt must be revoked
if the corresponding AS number is re-assigned or the cooredipng key is compromised;
a SpeakerCert must be revoked if a BGP speaker in that AS ipraymsed, or for other

reasons (e.g., if the private key is lost).

6.5.4 Data Integrity in psBGP (G3)

To protect data integrity, BGP sessions between neighp@®es must be protected. Fol-
lowing S-BGP and soBGP, psBGP uses IPsec Encapsulatingitgdeayload (ESP) [70]

with null encryption for protecting BGP sessions. Since ynaxisting BGP speakers im-



CHAPTER 6. SECURING INTER-DOMAIN ROUTING AND PSBGP 123

plement TCP MD5 [50] with manual key configurations for puoiteg BGP sessions, it
must be supported by psBGP as well. In psBGP, automatic keyagement techniques
can be implemented to improve the security of TCP MD5 as ed@8PR Bpeaker has a

public-private key pair (common to all speakers in that AS).

6.5.5 AS_PATH Verification in psBGP (G4)

Regarding “AS_PATH security”, different security soluiof BGP define it differently.
In S-BGP, the security of an AS_PATH is interpreted as foovior every pair of ASes
on the path, the first AS authorizes the second to furtherrtideehe prefix associated
with this path. In soBGP [144], it is defined as the plaudipiiif an AS_PATH, i.e., if an
AS_PATH factually exists on the AS graph (whether or not ffedih was actually traversed
by an update message in question is irrelevant).

Since AS_PATH is used by the BGP route selection procesategrassurance of the
integrity of an AS_PATH increases the probability that esuare selected based on proper
information. Without strong guarantees of AS_PATH intggrn attacker may be able to
modify an AS_PATH in a such way that it is still plausible iretAS graph and is also more
favored (e.g., with a shorter length) by receiving ASes tti@noriginal path. In this way,
a receiving AS may be misled to favor a falsified route overarroutes, possibly influ-
encing traffic flow. Thus, in our view, it is not sufficient tonfg only the existence/non-
existence of an AS_PATH if greater assurance of the integfitan AS_PATH can be
provided at acceptable cost.

To provide a mechanism for configuring the balance betweeurig and efficiency,
we choose the S-BGP approach combined with the rating meshatescribed in 84.5
and 86.5.1 to determine dynamically (at run-time) the nunabeligital signatures on an
AS_PATH to be verified. We first give the definition péth-consistengythen present how

to calculate a confidence value in an AS_PATH.

Definition 4 (Path-Consistency).Letm=(f1, px=[s1, .., sx|) be a BGP route, and
sigi={f1,p:}s, be a digital signature generated by a psBGP-enabled BGP lsgyeia

s;, 1<i<k, where{p;},,=[s], .., s;,] is the path signed by;. {p;};, is consistent with
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pr if {p;}s, consists of the first+-1 ASes omy, (i.e., s\ =s1, .., 5;, 1 =5,+1) whenl <i<k—1,

or consists op, appended by another A%, wheni=k.

Definition 5 (Signed-Path Consistency)Letm=(fi, px=[s1, .., sx]) be a BGP route, and
sigi=1 f1, Di}s;, s19;=1f1,p;}s, the digital signatures generated by two psBGP-enabled
ASess; ands;, 1<i, j<k, onpy. {p;}, and{p; },, are consistent if they both are consistent

Two consistent signed pati{g; },, and{p;}, contain common subset, ,,. For ex-
ample, if{ps}s,=[s1, S2, 3], {Pa}s,=[51, S2, 53, 54, 55/, As,.5, COUlD be an assertion that
contains the path segmefst, s3] since boths, ands, assert it in their signed path. As a
result, one may expect the belief My, ;, will increase, which may further contribute to
the belief inp;, in some way. However, the definition of path confidence in pBB&more
restrictive. In psBGP, the belief ip,, b(py), is defined as the sum of the belief of each
assertion thap, contains a two-AS path segmént; + 1], 1<i<k—1, divided by the total

number of those path segments].

Definition 6 (Path Confidence).Let m=(fi, pr=[s1, .., sx]) be a BGP route, and,, .,
be the assertion thai, contains a two-AS path segmént s;.1|. The belief irp;, is defined

as. b(pk) = ﬁ Zij_l b()\si75i+l)'

The belief in the assertion;, ,, , thatp, contains a two-AS path segmegt, s;.1] is

Si+1

obtained exclusively from the signed pathssbands; . (i.e.,{pi}s,, {Pi+1}s,.,) Since two

i+
ASes have direct knowledge over the path segment betwesrséiees. The signed path
by another AS, e.gs;. 2, may also contaifs;, s;+1], but it does not contribute to the belief
in A, s, Sinces;;, apparently does not have direct knowledgesofs;,,] and its signed
path may be dependent on the path signed;lmy s; ;.

If one AS onls;, s;41] is non-psBGP enabled and does not digitally sign its path, th
belief in A
them has signed the path, i.€p;}s, and{p; 1}

A

is then solely derived from the signed path of the other ASelther of

8i38i4+1

.., are null, there is no evidence to believe

sisina- INthis caseb(N, s,, ) is set to0.

In psBGP, a minimum of two digital signatures must be veriffetlvo or more are

present on an AS_PATH,. The exact number of digital signatures to be verified depend
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on a verifying ASs,,,;’s ratings of the ASes which have signgd and a local configurable
confidence threshol@,,, >0. Verification ofp, starts from the digital signature generated
by the last ASs,. on p,, and moves toward the first A§. Upon a digital signatureig;
verifying successfully, i.esig; is valid and{p; },, is consistent wittp, the belief in the
assertion\, ,,,, (1<i<k—1) thatp, contains[s;, s,;1] is recomputed (using Algorithm 5)
and the current belief ip;, is updated (see Definition 6). #p,) is no less ther;;’s
confidence thresholé, ., i.e., b(px) >0k, 1, thenp, is accepted. Otherwise, more digital

signatures are verified (see Algorithm 7) until:

a) one digital signature verification fails, in which cagéds rejected; or
b) b(pr)>0k+1, in Which casey is accepted; or

c) all digital signatures present @p have been verified successfully, in which cage

is accepted regardless gy ).

Examining Algorithm 7 (line5), note that iff,,, is set to a value higher than then
since0<b(py)<1, b(px) will always be less thafl,,,. i>1 remains true until all digital
signatures are verified. Thus, to always verify all digitghatures present on any received
AS_PATH for maximal assurance of path integrity, ; can set;>1 (e.g.,0,,1=1.1).

If 6,,1=0, b(pr)<0Or11 is always false. Once two digital signatures have been gdrifi
successfullyp <2 remains false. Thus, no additional digital signature welMerified. Such
a configuration meets the minimal requirement by psBGP ahigaes maximal efficiency.
For0<6,,1<1, the number of digital signatures on an AS_PATH to be verifiedends on
sk41'S rating of each signing AS on the path.

Such configuration flexibility is in line with the recommerida that “a good initial
solution is one that can easily be upgraded to handle inedethseats” [17]. For example,
an AS with constrained hardware resources (e.g., CPU) camsehto verify fewer digital
signatures on an AS_PATH by setting a lower threshold, wdtiter ASes may choose to
verify more or all digital signatures on a signed AS_PATH ¢biave a higher assurance of
AS_PATH integrity.

We refer the AS_PATH verification in psBGP stepwise integritywhich allows confi-

dence in AS_PATH integrity to be formed based on local patamegand without requiring
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Algorithm 7 AS_PATH verification (bys. 1)
1: GLOBAL: thresholdy.1; sx41's trust ratings-(sy), .., 7(sk)

2: INPUT: k,pr = [s1, .., Skl; sig1, .., Sigs
3: OUTPUT: ACCEPT or REJECT the AS_PATHI
4 i «—k;n<—0;b—0 [*brepresentd(p;) */
5: whilei > 1and ¢ < 0,1 orn < 2) do
6. if sig; = ¢ then
7: r + 0 [* s; has no contribution to beliefik,,_, ,, or A, ..., */
8: else ifsig; fails verificationthen
9: return(REJECT)
10: else
11: n—n+l;z —r(s;)
12:  endif
13: if i = k then
14: by < 0;b; < = [*initial beliefin A, _, 5, */
15.  elseif2 < i < k—1 then
16: by < Algorithm5(z, b;)  /*final beliefin A, ;, , */
17: by — x [*initial beliefin A, | 5, */
18: elseifi =1 then
19: by < Algorithm5(z, b;)  /* final belief in A, 5, */
20:  endif
21: b(px) < b(pr) + 2 /* update belief inp; */
22: 1 +—1—1

23: return(ACCEPT)
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all ASes on the AS_PATH to digitally sign the path, nor vesgtion of all digital signatures
present. In contrast, the S-BGP AS_PATH verification apgmoarovidesfull integrity,
but requiring full adoption of S-BGP by all ASes on the patld aerification of all digital

signatures present.

6.6 Prefix Origin Authentication in psBGP (G5)

We start with descriptions oPA Ls and MultiASCerts, and then introduce how to build
from them anAS prefix graph We then describe how psBGP uses an AS prefix graph to
verify the propriety of prefix origin in the two cases per GRk4.

6.6.1 Prefix Assertion Lists (PALs)

Facing the difficulty of building a centralized infrastrucg for tracing changes in IP ad-
dress assignments (recall 86.1), psBGP usdsaentralizedapproach for verifying the
propriety of a prefix assertion by cross-checking its cdaaisy with endorsements from
the neighbors of the asserting AS.

In psBGP, each AS; creates and signs an ordegaefix assertion lisfpal;), consisting
of anumber of tuples of the formpiefixes ASH, i.e.,pal;={(F}, 5:), (F1,51), .., (Fn, $n) Yo,
where for the components, s;), 1<j#i<n, s;€N(s;) ands;<s;y1. The first tuple
(F;, s;) is an assertion by; of its own assigned prefixek; (referred to agprefix asser-
tions); the rest are ordered by AS number, and are assertionsdfyprefixes assigned to
each ofs;’s neighbors (referred to gwefix endorsements If s; chooses not to endorse
any prefix for a neighbos; or has no information of;’s prefix assignmentss; simply
declares nullin its prefix endorsement fgr Thus,(F}, s;)s, (Fj=¢) simply asserts that;
is a direct neighbor of; (see Figure 6.7). 1§, is not willing to disclose that; is a direct
neighbor,s; can leave out fromal; the prefix endorsement for. Besides prefix assertion

and endorsemenkA Lcan also be readily extended to encode AS business relaijmsisd

policy information; further discussion is beyond the scopthis thesis.

Definition 7 (Prefix-Consistency).Let (f;, s;),, be a prefix assertion by; and (f;, s;),, a

1771
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10.1/16 102716 {(10.1/16, A), (10.2/16,B), (0,C), (192.3/16,D)},
e o e {(10.2/16, B), (0,A), (10.3/16,0), (10.2.1/246,E)},
192.3/16 " {(10.3/16, C), (10.1/16,A), (0,B), (10.2.1/24,E)},
e e {(192.3/16, D), (0,A)},,
10.3/16 102.124  {(10.2.1/24, E), (0.B), (0.0)},

Figure 6.7:A small AS graph with IP prefixes anblA Ls (0 denotesy)

prefix endorsement by. (f/, s}),, is consistentwitlif;, s;),,, denoted by f;, s;)s,=(fi, 5:)s,.
if they are regarding the prefix assignment of the same ASsli-es;, and f/ is equal to or
a superset of;, i.e., f/ D f;.

Inferred from Definition 7,(f;, s;)s, is not consistent with f;, s;)s,, if 1) they are re-
garding the prefix assignment of different ASes; 2) they hmuemutual intersection, i.e.,
finf;=¢; or 3) f! is a proper subset of, i.e., f/C f;. In case 3, whilef/ and f; do share
a common subset which if, they are not considered consistent in psBGP for the sake
of simplicity of AS prefix graph maintenance. In psBGP, prefonsistency is checked
between a prefix assertion and an endorsement, but not betweerefix endorsements.

While an AS is free to decide for which neighbors it providesfix endorsements
and from which to solicit prefix endorsements for itself, veeammend that a provider
AS endorses prefixes for a customer AS, possibly becomingtaopan existing service
agreement which includes not only physical network conmiggtout now also prefix en-
dorsements. Two neighboring ASes with a peer relationsaye ireedom to decide how
one will endorse prefix assertions made by the other. Prefiorsements between two
peering ASes might basymmetricin the extreme case, A§ may endorse all prefixes
assigned to a peering A§, while s; endorses no prefix assignedso It is important to
allow such flexibility. In the core of the Internet, one AS ng®er with many others, some
of which may be assigned a large number of prefixes. It wouldryealistic to expect an
AS to have full knowledge of all prefixes assigned to such a. ggewever, an AS might
be able to establish a certain level of confidence in a sulfsthieoprefixes assigned to
some of its neighbors. Thus, an AS can distribute such pedilbeit partial) evidence to
facilitate other ASes to make a better decision in prefixioragithentication. It is an AS’s

own responsibility and in its own interest to ensure thaagsigned prefixes are endorsed
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by some of its neighbors or by an RIR.

As a new requirement in psBGP, each AS is responsible foyicgrout some level of
due diligence off-line: for the safety of that AS and of thealéhInternet, to increase its
confidence that the prefixes it endorses for a direct neightoindeed assigned to that AS.
We suggest the effort required for this is both justifiabld practical, since two neighbor-
ing ASes usually have a business relationship (e.g., adraffieement) with each other,
allowing some level of off-line direct interactions and t&ablishment of some level of
trust. For exampleg; may ask a neighboring AS; to show the proof that a prefik; is in
fact assigned te;, or may ask a senior official of the neighboring AS organaato pro-
vide a formal letter asserting the organization’s prefixlaPublicly available information

about IP address allocation and delegation may also beutelpf

A PAL may be distributed along with BGP update messages in newvigedepath
attributes [68], which are optional and transitive. A n@BP enabled BGP speaker
which does not understand these newly defined attributes$ mateprocess them but must
propagate them. ThugALs travel through non-psBGP enabled BGP speakers to reach
psBGP-enabled ones. Each psBGP-enabled BGP speaker namottstruct and update its
AS prefix graph from receive@®A Ls (see 86.6.3).

6.6.2 Multiple-AS Certificate (MultiASCerts)

Ideally, two PA Ls issued by two neighboring ASes are based on independerdalatzes,
and consequently, with high probability (in the absenceatiision), a prefix erroneously
asserted by one AS will not be endorsed by any of its neighbélswever, there are
some organizations owning multiple ASes, and it is a comm@actwe for a multi-AS
organization to use a single centralized database for gengrouter configurations for all
of its owned ASes. Thus, it is possible thfad Ls issued by two neighboring ASes owned
by a common organization would also be created from a sirgjiralized database. If a
prefix is erroneously entered into such a database, it mightip with a pair of erroneous
yet consistent prefix assertion and endorsement, intragueisingle point of failure. We

recommend that “best practice” in psBGP requires that an Bt&io prefix endorsement
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from another AS owned by a different organization. As a rec@mded BGP local policy,
an AS should ignore a prefix endorsementsbyor s; if both s; ands; are known to be
owned by a common organization.

To facilitate the distribution of the knowledge of AS ownl@gsby a multi-AS organiza-
tion, psBGP makes use of a new certificate, namely MultiAECecall Figure 6.6), which
binds a list of ASes owned by a common organization to the nainleat organization,
and is signed by an RIR. Prefix endorsements; pfor s; should be ignored if; ands;
appear on a MultiASCert. In this way, human errors by a miiorganization regarding
a prefix that is assigned to another psBGP-enabled AS andssdiby an independent
neighboring AS will not result in service disruption of thaefix in psBGP (see §86.6.4).

6.6.3 AS Prefix Graph

We introduce as a new concept tAS prefix graphwhich contains information about
AS connectivityAS prefix assignmen(er prefix-AS bindings), andatings of AS pre-

fix assignments. An AS prefix graph, constructed by eachsA$s an attributed graph
G.=(V,E,H), whereV={s,} is a set of AS numberd;={e¢;;} is a set of edges (BGP
sessions) witte;; connectings; to s;, and H: V—WV is a function mapping each A§

to a set of three-dimensional variables, which specifiedRharefixes asserted by, and
supporting evidence; we call (s;) the APAS sefassociated prefixes and support) far
More preciselyH (s;)={(fz, b=, C:)}, wheref,CPis an IP prefixp,€[0, 1] represents,’'s
confidence thaf, is assigned ta;, andC,, is a list of ASes asserting and endorsing the
prefix assignmentf,, s;). We next present how each psBGP-enabled AS constructs and

updates its own AS prefix graph based on i¥eLs and MultiASCerts it has received.

AS Prefix Graph Construction

An AS prefix graph is initialized to null before the BGP speaatexeives anyPAL (e.g.,
when it first connects to the Internet). All BGP speakers witin AS build their own AS
prefix graph independently. An AS builds its AS prefix grapltz.=(V, E, H) from the

first pal; received from each; on the Internet by performing the following tasks: a) adding
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s; and all of its declared neighbors 10; b) adding toE an edge fronms; to each of its
declared neighbors; c) updatitg(s;) for each of the prefixes asserted §y d) updating
H (s;) for each of the prefixes asserted 4% N (s;) and endorsed by;. See Algorithm 8

for the details and §6.6.3 for an example.

Algorithm 8 AS prefix graph construction (for AS)
1: GLOBAL: G.=(V, E, H); existing PALs; {r.(s;)|s; is an AS on the Internét

2: INPUT: pal;

3: OUTPUT: updated AS prefix grap&y'.

4: I* F;, N(s;) are prefixes and neighbors asserted fipr itself in pal; respectively */
5.V« VUs;; H(si) «— ¢

6: for eachf, € F; do

7 (fvaxvcx) — (fxvr(si)v{si})

8: for eachs; € N(s;) do

9: V « VUs;, E «+ EUe;;

10: for each prefix endorsemefit, s),, in pal; do

11: /* recall Definition 7 */

12: if (f,s)s, = (fa)5i)s, @ands;, s; are notin a common MultiASCethen
13: b, — Algorithm5(b,, 7(s;)); C — CyUs;

14:  H(s;) < H(s)U(fz, bz, C);

15: for eachs; € N(s;) do

16:  retrieve APAS set (s;) = {(f,, by, Cy)}

17:  for each(f,,b,,C,) € H(s;) do

18: for each prefix endorsemefi, s),, in pal; do

19: if (f,s)s; = (fy,8;)s; @nds;, s; are not in a common MultiASCethen
20: b, < Algorithm5(b,, r(s;)); Cy, — CyUs;

21 H(sy) — H(s;)U(f,.by, Cy)

22: return

AS Prefix Graph Update

Here we describe how to update an AS prefix graph from a nevagivedpal, which
replaces an existingu/; that has been previously used to construct or update an AR pre
graph (see §7.2.3 for certificate update frequency). ThiexphéS bindings inpal; andpal;

can be divided into three categorigemoved, unchangedndadded A removed prefix-

AS binding appears ipal; but not inpal;; an unchanged one appears in both; and a newly
added one appearsal; but not inpal;. Updating an AS prefix graph is performed in two

phases (see Algorithm 9 for details) as follows:
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1. Removing prefix-AS bindingl a removed prefix-AS binding is an assertiofi,, s;)s,,
made bys; for itself, it is simply removed from the graph. If it is an emdement,
(fy:55)s:, Dy s; for s;€N(s;), the confidence ir;’s assertion off, must be updated

(using Algorithm 6).

2. Adding prefix-AS bindingdf an added prefix-AS binding is an assertidf,, s;)s,,
made bys; for itself, a confidence value must be computed(fy;, s;),, (using Al-
gorithm 5). If it is a prefix endorsemerttf,, s;).,, and(f,, s;),, exists in the graph,

the confidence irif,, s;),, must be updated (using Algorithm 5).

Example 1

Figure 6.8 illustrates Algorithm 8 for an AS D. Assumgefully trusts its service provider
A (i.e.,r(A)=1), and partially trusts the other ASes B)=r(£)=0.5,r(C)=0.8). The AS
prefix graph is constructed based on the followijLs received byD in order (here we

focus on the construction of the APAS set):

palp={(192.3/16, D), (¢, A) } b,
pala={(10.1/16, A), (10.2/16, B), (¢, C), (192.3/16, D)} 4,
palp={(10.2/16, B), (¢, A), (10.3/16,C), (10.2.1/24, E)} ,
palc={(10.3/16,C), (10.1/16, A), (¢, B), (10.2.1/24, FE) } ¢,

palp={(10.2.1/24, E), (¢, B), (¢, C) } -

1) D starts frompalp issued by itself, and updates the graphlas:{ D, A}; E={epa};
and H(D)={(192.3/16,1.0,{D})}. After receivingpals, D initializes H(A) to
{(10.1/16,1.0,{A})} (Algorithm 8 (line7)). SinceA endorsed’s prefix assertion,
H(D) is updated to{(192.3/16,1.0,{D, A})}. While A also endorse®’s prefix

assertion, no action is taken at this time sifté@as not receivedal .

2) After receivingpalp, D initializes H(B)={(10.2/16, 0.5, { B})}. SinceA endorses
(10.2/16, B), Algorithm5(0.5, 1.0) is called to updat®’s confidence ir{10.2/16, B),
andH (B) is updated td (10.2/16,1.0,{B, A})}.
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Algorithm 9 AS prefix graph update (for AS.)
1: GLOBAL: G.=(V, E, H); existingPALs; {r.(s;)|s; is an AS on the Internét
INPUT: pal;
OUTPUT: updated AS prefix grap&y.
I* N(s;) is the set of neighbors asserteddyor itself in pal; */
[* Removing prefix-AS bindings */
for each prefix assertiofy;, s;)s, in pal; that is not inpal; do
retrieve the APAS sell (s;) = {(f., b, Cy)}
H(s;)«—H(s;) — (fz, bs, Cy) I* set subtraction */
for each prefix endorseme(tf,, s;),, in pal; that is not inpal; do
retrieve the APAS sell (s;) = {(f,,b,,Cy)}
if H(s;) # ¢ ands; € C, then
by < Algorithmé(b,, r(s;)); Cy «— Cy — s;
: for eachs; in N(s;) thatis notinN(s;)’ do
EF— F— €ij
if s; has no neighbor or prefix assignmentinthen
V V- Sj
. [* Adding prefix-AS bindings */
: for eachs; in N(s;)' thatis notinN(s;) do

NI RN

el e e el
N TR ®®NREO

19: V< VUs;;, B« EUe;;

20: for each prefix assertiofy,, s;)s, in pal; that is not inpal; do

21: (fftvbmcr) A (fm7’f’(8i), {82}>

22: for eachs; € N(s;) do

23: for each prefix endorseme(f, s),, in pal; do

24: if (f,s)s, = (fa)5i)s, @ands;, s; are notin a common MultiASCethen
25: by AIgoritth(bw, r(sj)); Cy — C,Us;

26:  H(s;) «— H(s)U([fz, 0z, Cy)

N
~

: for eachs; € N(s;) do

28: for each prefix endorsemefit, s,),, € pal; thatis notinpal; do

29: retrieve APAS sef (s;) = {(f,,b,,Cy)}

30: for each(f,,b,,C,) € H(s;) do

31 if (f,s;)s; = (fy,55)s, @ands;, s; are notin a common MultiASCethen
32: by < Algorithm5(b,, 7(s;)); Cy « CyUs;

33: return
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192.3/16,1.0 192.3/161.0 10.1/16,1.0 192.3/161.0 10.1/16,1.0

ﬁ lﬁ{) 10.2/16,1.0
A B
(© O ®

192.3/161.0 10.1/16,1.0 192.3/161.0 10.1/16,1.0
|=lb (D) e’e 1021610 = (D)e>(A) 10.2/16,1.0
palc paly ’

(O—(® (D@
10.3/16,0.9 10.3/16,0.9 10.2.1/24,0.95

Figure 6.8:Construction of an AS prefix graph by AS D (see exaniple

3) After receivingpalcs, D initializes H(C')={(10.3/16,0.8, {C'})}. SinceB endorses
(10.3/16, C), Algorithm5(0.8, 0.5) is called to updaté®’s confidence ir{10.3/16, C)
to 0.9, andH (C') is updated td (10.3/16,0.9, {C, B})}. SinceC endorsesA’s pre-
fix assertion, Algorithm5{(.0, 0.8) is called to updat®’s confidence ir{10.1/16, A),
which does not change since it already has maximal valuésee above)H (A) is
updated to{(10.1/16, 1.0, {A,C})}.

4) After receivingpalg, D initializes H(F)={(10.2.1/24,0.5,{FE})}. Since B en-
dorses(10.2.1/24, ), Algorithm5(0.5,0.5) is called to updateD’s confidence in
(10.2.1/24, F) 10 0.75. SinceC also endorsedl0.2.1/24, E'), Algorithm5(0.75, 0.8)
is called to further updat®’s confidence in(10.2.1/24, E) to 0.95. As a result,
H(FE)is updated td (10.2.1/24,0.95,{E, B,C})}.

6.6.4 Prefix Origin Authentication

Here we describe how to perform prefix origin authenticatisimg an AS prefix graph.

Verification of Prefix Assignment

Two configurable thresholds, denoteddy(sufficient confidengendg; (sufficient claimants
are used by each psBGP-enabled A$or verifying the propriety of prefix assignments.
«; is a threshold defining a sufficient confidence levekpi a prefix-AS binding before it

can be considered propéet;. defines a sufficient number of ASes which assert and endorse
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a prefix-AS binding before the binding can be considered grrdyy s;. In other words, a
prefix-AS binding( f;, s,) is verified as proper by; if s;'s confidence in(f;, s;) is at least
a;, or (f;,s;) is asserted by; and endorsed by at least—1 other ASes. More specifi-
cally, a non-aggregated routé, [s;, ..]) originated by a psBGP-enabled AS$is verified
by another psBGP-enabled Agasproperif a) there exists f,, b, C,)€H (s;); b) b, >«
or |C,|>0;; and c)fC f,. Algorithm 10 specifies this explicitly.

Algorithm 10 Verification of prefix assignment (by AS)
1: GLOBAL: G; = (V, E, H); a;; 5;

2: INPUT: The BGP routen = (f;,p = [sj,..])

3: OUTPUT: ACCEPT or REJECTE;’s origin of f;

4: retrieve the APAS sell (s;) = {(fs, b,, Cy)} from G,
5: for each(f,,b,,C,) € H(s;) do

6: if (by>cy or |C,|>03;) and f;C f, then

7: return(ACCEPT)

8: return(REJECT)

«; andg; are independent and in conjunction provide extensive filyiba,;=1 allows
s; to immediately accept a prefix assertion by a fully trusted(ifs, without any neighbor
endorsement), while prefix assertions made by partialst@éadiASes require endorsements
from a sufficient number of neighbors; andg3; can also be configured such that only one
or neither takes effect. For exampte,>1 and3;>1 allows 3; to always take precedence
since the maximum confidence in a prefix assertion. is0<a;<1 and §,=occ has the
opposite effecta;=0 and3;=0 emulate the existing non-secured BGP behavior (i.e., any
prefix originated by any AS is considered as proper).

During the early stages of psBGP deployment, when only alsmalber of ASes have
deployed psBGP, we recommepg=1 for each psBGP-enabled AS. In other words, a
psBGP-enabled AS; allows another psBGP-enabled ASto originate a prefixf; if f;
is asserted ipal; even it is not endorsed by any neighbor. This reflects thetyethiat
early psBGP adopters might not have any psBGP-enabled bwigihand it offers some
level of assurance (albeit limited). For example, a compseth BGP speaker within a
psBGP-enabled AS; cannot be used to hijack prefixes assigned to other ASessunles
keying material required for issuing:l; is also compromised. In addition, the existence

of a public statement about an assertion provides someasssyrin that this might carry
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some weight in legal dispute or affect business reputatt@e 87.2.1 for more discussion
on incremental benefits and 87.1.2 on limitations of psBGP.

After a majority of ASes have deployed psBGP, we recommeng, i.e., a psBGP-
enabled ASs; allows another psBGP-enabled ASto originate a prefixf; only if f; is
asserted ipal; and is endorsed by one sf's neighbors.3;= 2 is resilient to some errors
resulting from a single AS. For example, sf mistakenly asserts a prefikin pal; and
announceg via BGP, this would not result in service disruption of thgitenate owner of
f as long as;’s assertion off is not endorsed by any neighbor. Howevgk-2 remains
vulnerable to two-party collusion. More generally, = k>2 resists collusion byt—1
parties. Largeps; renders a stronger assurance in the propriety of a prefigrassint, but

trades off performance and results in higher maintenaneeghead (see 87.2.3).

Verification of Prefix Aggregation

Suppose AS; is assigned a set of prefixés. When receiving a set of routes with a set of
prefixesF;, the BGP specification [109] allows to aggregaté+, into a single prefixf, to
reduce routing information to be stored and transmitted.cdlef, anaggregated prefix

s1 can aggregatéy into f, if one of the following conditions holds: §f;Cf,, fiCF; or
2)VfiCfy [iICFUF.

In case 1)s; must be assigned a set of prefi¥gs which is a superset of the aggregated
prefix f,. Most likely, f, is one of the prefixes assignedd4q i.e., f,€F;. This type of
aggregation is sometimes referred to as prefiorigination From a routing perspective,
prefix re-origination does not have any effect since traffistohed to a more specific prefix
will be forwarded to the re-originating AS and then forwatde the ultimate destination
from there. From a policy enforcement perspective, prefirrigination does have an
effect since the AS_PATH of an aggregated route is diffefem any of the AS_PATHs
of the routes to be aggregated. Since AS_PATH is used by tte selection process,
changing AS_PATH has an impact on route selections. Fromwisg perspective, prefix
re-origination is no different than normal prefix origiratisince the aggregated prefix is
either the same as, or a subset of, the prefix assigned by gnegaging AS. Thereforgf,

can be verified using the mechanism in 86.6.4.
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In case 2),s; is not assigned the whole address space of the aggregated fyre
Therefore,f, cannot be verified in the same way as for prefix re-originatitmfacilitate
verification of the propriety of route aggregation by a remg AS, psBGP imposes a
new requirement: the routes to be aggregated must be sdgpfli¢he aggregating AS
along with the aggregated route. This approach is esslgrgiatilar to that taken by S-
BGP. Transmission of routes to be aggregated incurs additreetwork overhead, which is
something BGP tries to reduce. However, we view such additioverhead to be relatively
insignificant given that modern communication networksegatly have high bandwidth
and BGP control messages account for only a small fractieal$criber traffic. The main
purpose of route aggregation is to reduce the size of roudibigs, i.e., reducing storage

requirements; note that this is preserved by psBGP.

6.6.5 Route Selection Algorithm

In standard BGP, when a BGP speaker receives two valid roviteshe same destina-
tion prefix, a route selection process is invoked to deteemhich is preferable. In what
follows, a prefix-AS binding of a route means the binding of firefix and the AS that
originates that route. psBGP adds two new rules: one givefemnce to a route whose
prefix-AS binding has more neighbor endorsements, and tiex td a route whose prefix-
AS binding is rated higher. These two new rules are addedfwdourth and fifth places
in BGP route selection algorithm [109] to preserve existiragfic engineering practices
which usually employiocal_pref, as_path andmed (mult_exit_disc). Note that the

higher-numbered rule is followed if the lower-numbereasulesult in a tie.

1) Select the route with a higher degree of preferenceaileigheriocal_pref value.
2) Select the route with a shortes _path.

3) Select the route with a lowened value if they have the same=xt_hop.

4) Select the route whose prefix-AS binding is endorsed by nedgélors.

5) Select the route whose prefix-AS binding is rated higher.
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6) Select the route with a lower intra-domain routing costencxt_hop.

Ongoing work [111] suggests to allow customer-defined rtddse inserted anywhere
in the standard BGP route selection algorithm. If this islenpented in psBGP, customers
with high security requirement can choose to move psBGé#tadélrules up to an appropri-

ate decision point, e.g., as rules 1 and 2.

6.7 Discussion

The timeliness ofPAL updates is important to ensure service availabilfi Ls need to
be updated and distributed in a timely manner so that prefixeoships can be verified
using currently correct information. To ensure that an esidg neighbor of a given AS
updates its PALs for that AS in a timely manner, a serviceagent between them would
likely be required, e.g., as an extension to their existgpgaments. Since there is usually
some time delay window before newly delegated prefixes dtmbiyg used on the Internet,
an endorsing AS should be required to updaté’itd. to include newly delegated prefixes
of an endorsed neighbor within that delay window. Updateprefix removals can be
done with lower priority since they would appear to have amatively small security
implications. PALs along with other certificates (e.g., ABNCerts, SpeakerCerts, and
corresponding Certificate Revocation Lists) can be digted with BGP update messages
in newly defined path attributes [68]; thus, they can be ithisted as fast as announcements
of prefixes and are accessible without any dependence on B@esr Those certificates
might also be stored in centralized directories [68]. Hosvea “pull” model might make

it challenging to decide how often centralized directosksuld be checked.

Network stability is another important issue which regsiiierther study. The modified
route selection process in psBGP takes into account newniaftion such as AS ratings
and the number of ASes endorsing a prefix assertion. If nqiguhp protected, these new
rules may lead to route flipping and network instability. Tdigate potential impact on
network stability, we place the new rules at a low decisiomp@s a future work, we will

perform quantitative study on the impact of network st&pdind convergence by psBGP.



Chapter 7

Analysis of psBGP

In this chapter, we present security, and operational aisabf psBGP. In §7.1, we analyze
how psBGP meets specified BGP security goals, and countiexstest BGP threats. In
87.2, we analyze constraints and incremental benefits oGpsBeployment, as well as
computational complexities of core psBGP algorithms. Aebdverview of S-BGP and

SOBGP is givenin 87.3. We compare S-BGP, soBGP and psBGP4n §7

7.1 Security Analysis of psBGP

We first analyze psBGP against the listed security goals §6m, followed by discussion

on how psBGP counters selected BGP threats.

7.1.1 Meeting Specified Security Goals

The analysis below clarifies how the proposed psBGP medadhaniseet the specified
goals, and by what line of reasoning and assumptions. Wialbelieve that mathematical
“proofs” of security may often be based on flawed assumptiwmaodels (e.g., see [73])
that fail to guarantee “security” in any real-world senseyt are nevertheless very use-
ful, e.g., for finding security flaws, for precisely captgiprotocol goals, and for reducing
ambiguity, all of which increase confidence. We thus prowiddines of such formalized

reasoning, as a complement to alternative methods of isicrgaonfidence.

139
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Proposition 6. psBGP provides AS number authentication (G1).

Proof Outline For an AS numbek to be certified, psBGP requires an ASNumCert
(ks, 8)5- SinceT (i.e., an RIR) controls, and is the trusted guardian of AS numbers (by
assumption), any assertion madebybouts is proper. Thusk,, s)— is proper. In other
words,s is an AS number certified by, andk, is a public key associated withcertified

by T. More formally? (T' controlss) A (ks, s);.- = (ks, s) is a proper binding.
Proposition 7. psBGP provides BGP speaker authentication (G2).

Proof Outline For a BGP speakey to be accepted as an authorized representative of
an ASs, psBGP requires an ASNumCe#t;, s);—, a SpeakerCerfk,, s);-, and evidence
thatg possesseks,. By Proposition 6(k;, s)z, establishes thatis an AS number certified
by T" andk; is a public key associated withcertified byT". Similarly, (k;, s);- establishes
thatk’ is a public key associated withcertified bys. Evidence thay possesses, (i.e.,
an appropriate digital signature generatedghysingk/) establishes thaj is authorized
by s to represent. Thus, the Proposition is established. More formally,controls s)

A (ks, 8)zy = (ks, s) is @ proper binding(k,, s) is properA (k, s)x, = (K., s) is proper
binding; (k’, s) is properA g possesseg, = g is authorized by.

Proposition 8. psBGP provides data integrity (G3).

Proof Outline psBGP uses the IPsec Encapsulating Security Payload (ZSRyith
null encryption for protecting BGP sessions, and reliesutsec ESP for data integrity.
Thus this provides data integrity in practice, to the extéat one can rely on practical

implementations of IPsec ESP.
Proposition 9. psBGP provides assurance of AS_PATH authentication (G4).

Proof Outline Let m,=(f1, px) be a BGP route, whemg,=[s, .., sx], andmy, is orig-
inated or forwarded by a BGP speakersin For simplicity, we refer to an AS instead of
a BGP speaker within that AS. In psBGP, the integritppfmplies thatm, has traversed

the exact sequence of, .., s,. We next use induction on path length to show that psBGP

SHere we adapt BAN-like notation, modified for our purpose [28, 40, 43]).
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provides AS_PATH integrity when all ASes on an AS_PATH arB@PR-enabled and the
verifying AS chooses to verify all digital signatures on thegh, followed by discussion of

other cases.

1. If k=1, psBGP requires that fot, to acceptm,, s, must receive a valid digital
signaturesig; = { f1, [s1, s2/}s,» Which serves as a signed assertion thatriginated

m, (and advertised it t®,).

2. Assume whemt=n>2, there exist digital signaturesg, .., sig, which assert that
m,, indeed traversed the exact sequence of, s,,. Whenk=n-+1, we need to show
thatm,, ., has traversed from, to s,,.; and exiteds,, 1. sig,={f1, [S1, -, Sns Sn+1] }s,,
asserts that,, forwardsm,, to s,,.;. pSBGP requires that,, digitally signsm,, 1
by generating a digital signatuség, 1 = { f1, [s1, ..., Sn+1, Snt2) }s..1» Which serves
as the evidence that,, . ; is advertised by, | to another AS;,, 5. In summarysig,
asserts that,, traversed frons, to s,,, 1, andsig, .1 asserts that,, is transformed
by s,.1 to m,1 which traversed through, ,; to another AS. Thus, the above three
steps establish Proposition 9 when all ASes on an AS_PATiHsB&P-enabled and
the verifying AS verified all digital signatures on the path.

Partial AS_PATH integritylf an AS chooses not to always verify all digital signatures
on the path (i.e., setting confidence threshid, or some digital signatures are missing;
see Algorithm 7 and 86.5.5), full integrity of the path is mptaranteed. For example,
let py=[s1, .., s;,..,sk). If an AS only verifies the digital signatures generated bye&\S
from s; to si, only the integrity of that the path segment is protectede path froms,
to s;_; can be falsified if all ASes from; to s, are in collusion. As another example,
consider the routen=(f, [s1, s2, s3, $4]) With only s, being psBGP-enabled. The digital
signature generated by a well-behaved{ f, [s1, s2, s3] }s,, COvers the paths, sq, s3]. In
other words, a malicious AS cannot compromise the integfify; , so, s3], but it can insert
any non-psBGP enabled AS aftey or modify s, to another non-psBGP enabled AS. In
addition,[s;, s9, s3] can be removed or replaced as a whole with other non-psBGitesha

ASes.



7.1. SECURITY ANALYSIS OF PSBGP 142

We next establish Proposition 10. As discussed in 86.5BGpsuses a rating mecha-
nism to provide the flexibility to allow an AS to fully trust &S or an RIR, thus accepting
their prefix assertions without requiring additional ersionents. We recommend that no
AS should be fully trusted unless there is strong reason gndin the rest of our analysis,
we assume that a verifying A§ does not immediately trust any other AS In other
words, s; rates every other AS; with a value lower than its confidence threshold, i.e.,

ri(sj)<c;. Before presenting Proposition 10, we establish two Lemmas

Lemma 1. Assuming that no two ASes are in collusion (Afhen psBGP with threshold
(3=2 provides reasonableassurance of prefix assignment verification, i.e., a prefsigms

ment that is verified as proper is, with reasonable assurapaper.

Proof Outline Consider the BGP route=(f., [s;, ..]). For f, to be verified as assigned
to s;, psBGP requires that for sonfg

(R1) prefix assertiorif;, s;), exists; R2) (fi, si)s,=(fi, 5:)s, €Xists fors;€ N(s;),
(R3) s;, s; do not appear in a common MultiASCert; a4 f,C f;.

R1, R2, and R3 establish thgt is assigned te;, and R4 shows thaf, is a subset of
fi- Supposef; is not assigned ta; but is verified as such (i.e., R1-R4 are met). For
this statement to be true, the following statements mustu tf;, s;);, is improper; and
(fi, si)s,; is improper. Sincé f;, s;),, and(f;, s;)s; are improper and consistent,ands;
either share a common false data source (H1) or they aredmesliin collusion (H2). R3
reduces the likehood of H1, and H2 is ruled out by assumptibn Fhus, the statement
that f; is not assigned te; but is verified as such is, with reasonable assurance, rat tru
In other words, iff; is not assigned te;, it will, with reasonable assurance, not be verified
as such. Equivalently, if; is verified as assigned tg, it is, with reasonable assurance,

assigned t@;. This establishes Lemma 1.

Lemma 2. psBGP provides reasonable assurance of IP prefix aggregatgafication.

6See §7.1.2 for discussion of examples where this collusisaraption (A1) may not hold.
By reasonable, we mean to emphasize that our claim is relétiwur threat model and assumptions
(e.g., see 8§7.1.2); we cannot claim absolute security (wivie do not believe exists in the real world).
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Proof Outline Let f, be a prefix which is aggregated by AS$ from a set of routes
{m;=(fi,pi)|pi=l[si,...]} received bys,. psBGP requires that fof, originated bys,
to be verified as propeg, must either own a prefi¥, such thatf, C f, (verified by
Lemma 1), or provide evidence that has in fact receivedm;} and f, C U{f;}. Valid
digital signatures from each AS @i can serve as evidence thathas receivedm;} (see
Proposition 9). Iff, C U{f;}, thens, aggregateg, properly. Ifs, cannot provide the
required evidences,'s aggregation off, is verified as improper. This establishes Lemma

2.

Proposition 10. psBGP provides reasonable assurance of IP prefix origimasiothenti-
cation (Gb), i.e., an AS;’s origination of a prefixf is, with reasonable assurance, verified
as proper iff is assigned ta; or is aggregated properly by; from a set of routes received

by S+

Proof Outline Lemma 1 allows prefix assignment verification, and Lemmal@nal
prefix aggregation verification, thus establishing ProgpasilO.

The above results (Propositions 6—10) establish the psBGUisy properties, as sum-
marized by Theorem 3 (cf. §6.4).

Theorem 3 ((psBGP Security Properties)).psBGP achieves the following five security
goals: AS number authentication (G1), BGP speaker autbatitin (G2), data integrity
(G3), AS_PATH authentication (G4), and prefix origin autiation (G5).

7.1.2 Countering Selected BGP Threats

We first consider how psBGP detects false prefix originatiand next discuss how psBGP
reacts to possible new threats arising from proposed sgenachanisms in psBGP itself.

We also discuss some attack scenarios which are not addiegpsBGP.

Detecting False Prefix Origin

We consider three cases in which an AS may originate routesoefix which is actually

assigned to another AS.
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MALIcious ATTACK. A malicious AS may hijack a prefix from another AS to attract
its traffic. An AS is considered malicious if one or more BGRaers within that AS are
compromised, or the administrator in the AS that control$PB@ftware and configuration
intentionally misbehaves. psBGP can detect prefix hijagkince a malicious AS will be
unable to obtain from its neighbors or a trusted authoritg.(@an RIR) endorsements for

the hijacked prefix.

ROUTER MALFUNCTION. A router may mistakenly deaggregate prefixes (e.g., due to
software problems) and announce more specific ones. Degajgrg another AS’s prefix
is referred to aforeign deaggregatigrdeaggregating one’s own prefix is referred tcak
deaggregation Foreign deaggregation has the same external behavioefs lpijacking,
and thus can be detected. Self deaggregation appears taikaleqt to the announcement

of a subset of the prefix assigned to an AS, and thus is treatiegjimate.

DATABASE MISCONFIGURATION Many ISPs use automatic scripts to generate router
configurations from a centralized database containingmmédion of prefix assignments.
If a prefix is erroneously entered into such database (eug.i@ human error), automati-
cally generated configurations will instruct a router whinlght be functioning correctly

to originate a prefix which it is not authorized to announce.

Database misconfiguration will not result in successfuliptgjacking if the erroneous
database is not used layny neighboring AS to generate itRAL. In other words, if the
information used by all endorsing ASes for generatityls is independent of the mis-
configured database containing erroneous prefixes, origihose prefixes will result in
verification failures since there will not exist a prefix enskment consistent with the false
prefix assertion. However, an ISP may have multiple ASes aedausingle centralized
database for generating both router configurations/ahgs for its own ASes. Thus, it is
possible that an erroneous prefix assertion made by one A&gdorsement from another
AS owned by the same ISP. This scenario is addressed in psBGRIwWtiIASCerts (Sec-
tion 6.6.2). More specifically, an endorsement frenfior a prefix assertion made By is
not used if boths; ands; are owned by the same organization, in which case they should

both appear on a MultiASCert under a common organization.
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Countering False PALs

We now discuss how psBGP reacts to erronefdd.s that contain false assertions or
endorsements. These might potentially introduce new vabkties arising from the pro-
posed enhancements, as a result of malice or human error.

ERRONEOUSPREFIX ASSERTIONS An AS s; erroneously asserting the ownership of
a prefix through its owrPA L will not result in service disruption of the legitimate owne
of that prefix as long as none efs neighbors endorses its assertion.

ERRONEOUSPREFIX ENDORSEMENTS An AS s; erroneously endorsing for a pre-
fix which is not asserted by; will not result in any service disruption since such an en-
dorsement will not be used by any for verifying's prefix assertions. 1§; is the only
endorsing neighbor fos;, or more generallyys; € N(s;), s; issuesf, s;)s, inconsistent
with (f;, s;)s,, then(f;, s;)s, will be verified asmproperby other ASes, even if it is actu-
ally correct. This is the case when misbehaving ASes formtaark cut froms; to any
part of the network. It appears difficult, if not impossiktie counter such an attack; how-
ever, we note that even if such a denial of service attackdcbelprevented, many other
techniques beyond the control of BGP could also be used tpttierrouting service of;,
e.g., link-cuts [14], filtering, or packet dropping. Notatla prefix assertion made By
about a remote ASy, i.e.,s; ¢ N(sx), will not be checked whesgy’s prefix assertions are
verified because; is not a neighbor of,. Thus, a misbehaving AS is unable to mislead

other ASes about the prefix ownership of a non-neighboring AS

Limitations of psBGP

We now discuss some limitations of psBGP. First, it is suli@tiuman error if a psBGP-
enabled ASs; sets threshold;=1 (e.g., during the early stage of psBGP deployment on
the Internet). For example, if an AS uses a common databaggeferating BGP speaker
configuration and for issuingA Ls, a prefix erroneously entered into such a database can
result in service disruption. Second, psBGP is subjektparty collusion ifg,=k>2. Sup-
poses;=2 which is the recommended configuration (see §6.6.4) for paBttsP-enabled

AS s;. If an attacker controls two ASes that are owned by two difféiorganizations (i.e.,
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they do not appear on a common MultiASCert), it is possibtetlie attacker to generate
two erroneous yet consistef4 Ls. This is equivalent to the case that tRd Ls issued
by two different ASes are in fact based on a single data sptincs corroborating these
two dependenf’ALs does not yield additional benefit. As a result, psBGP sgcean

be defeated. To successfully launch such an attack, ansstdyareeds to: a) set up two
organizations and manage to obtain an AS number from an RIBaich of them; b) com-
promise the private keys used by two independent ASes fairgigheir PA Ls; or c) set
up one organization and manage to obtain an AS number fromRuaili compromise the
private key used by another AS for signing ffd L. We suggest that these attacks would

present non-trivial (albeit not insurmountable) pradtdifficulty to an adversary.

7.2 Operational Analysis of psBGP

Here we analyze some operational and performance issue8a&H

7.2.1 Deployment Analysis of psBGP

We first argue that the effort involved in deploying psBGPeasonable (relative to alter-

natives), and next discuss incremental benefits from psB&plgment.

Reasonable Deployment Effort

To deploy psBGP, an AS needs to: upgrade its BGP speakerppoikipsBGP; issue a
single public key certificate for its own BGP speakers (Spe@krt); distribute the corre-
sponding private key securely to its speakers; and issup@opriate prefix assertion list
(PAL). Upgrading BGP speakers can be done in a similar mannergadipg existing

router software. Issuing a SpeakerCert (e.g., in X.509vB&b) requires some level of
knowledge of public key certificates. However, many peopkponsible for BGP oper-
ations might have already acquired similar knowledge, égm the use of PGP [154];
in any case, we acknowledge that additional effort will afese involved in setting up a

new system. For example, personnel familiar with PGP mélynsted to spend some time
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studying the X.509v3 certificate format. IssuingaL requires carrying out a certain level
of due diligence in improving an AS’ confidence in the prefiassigned to a (typically)

small number of selected neighbors. We expect such effoeaisonable since two direct
neighbors usually have established service agreemeatsiad) some level of direct inter-

action. Such effort is also justifiable (in our opinion) cmiesing potential security benefit
to the Internet as a whole. Overall, all of this work can bealomependently by an AS
without requiring authorization from other ASes (e.g., @stoeam ISP). In other words,

psBGP can be deployed from the bottom up, mirroring the dronddel of the Internet.

Incremental Deployability

As with the deployment of almost any other large scale sgcsayistem, it is unrealistic to
expect psBGP to be deployed by all ASes simultaneously, betdeployed at different
times but turned on at the same time. It is expected that iptmdl) a small number of
ASes will deploy psBGP first, then more and more ASes willdell It is desirable that
those ASes deploying psBGP first can achieve some immedéttefits to justify their
investment before psBGP is widely deployed. Here we anddgrefits and constraints of
psBGP deploymenti=1).

The first AS adopting psBGP does not gain any immediate besiaie none of the
other ASes speaks psBGP. The second AS adopting psBGP wél same benefit col-
lectively with the first psBGP-enabled AS if they are direetghbors. In this case, one
psBGP-enabled ASs() will likely prefer the route originated by the othes;§ over routes
originated by a non-psBGP enabled AS regarding a prefix aeditps; (see §6.6.5). Since
s; ands; are also directly connected, traffic originated frepand destined te; will likely
arrive ats; and not be attracted to another AS if everything else bed@f also works
correctly. In the case that ands; are not directly connected, i.e., connected by one or
more non-psBGP enabled ASaswill still likely prefer the route originated by, over an
erroneous one by a non-psBGP enabled AS (see §6.6.5),ingsaltcontainment of any
erroneous announcements. However, there is no assuraatdeetffic destined ta; can
reach their ultimate destinations from This is because such traffic must traverse through

non-psBGP enabled ASes (or unsecured zones), some of wdddh ltave poisoned rout-
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ing tables and direct traffic over incorrect paths. Thus,sgcthat can be achieved by two

remote psBGP enabled ASes is less than that achieved by B@Menabled neighbors.

We say that one or more psBGP-enabled ASes with direct linksng themselves
form asecure zoneand one or more non-psBGP enabled ASes with direct linksngmo
themselves form aonsecure zoneAssume that at one point, there are a number of ASes
on the Internet which have deployed psBGP. Then the Interaetbe viewed to consist
of a number of secure and nonsecure zones. Since two dicstlyected secure or non-
secure zones can always form a larger secure or non-secweasecure zone will always
directly connect with nonsecure zones, and a non-secure@mhave only secure zones
as its direct zone neighbors. This implies that secure zocaeslways form a network cut

for a nonsecure one. To this end, we can draw two conclusions:

1) An AS improperly originating a route for a prefix assignectpsBGP-enabled AS
will be contained once it reaches a secure zone. In othersydrd misbehaving
AS is within a secure zone, the erroneous route will be casthimmediately. If
it is within a nonsecure zone, it will propagate within theneecure zone and be

contained once it reaches a secure zone.

2) An improper origination of a prefix assigned to a non-psBgbled AS will be
propagated (without detection by psBGP) through all nauseand secure zones,

and could reach the entire Internet.

It is clear from the above conclusions that prefixes assigoedpsBGP-enabled AS
are protected to a certain degree from being hijacked whéeetis no such protection for
non-psBGP enabled ASes. While a psBGP-enabled AS mightifimttl protection when
the number of other psBGP-enabled ASes is small, the proteicicreases as this number
grows. As a starting point, it might be beneficial for an oiigation which owns multiple
ASes (such as a large or even medium-sized government) koydesBGP so that a secure

zone can be formed within that organization.
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7.2.2 Complexity Analysis of psBGP

Here we consider the computational complexity resultingftAS_PATH verification and

AS prefix graph related operations. The former involves aastajponally expensive oper-
ations such as digital signature generation and verifiosatidnile the latter involves much
simpler (less costly but potential numerous) operatiorch s data structure insertion,
deletion, comparison, and query. We do not attempt to peoaidetailed, mathematically
rigorous running-time analysis for psBGP operations, atlter to provide enough insight
to allow ball-bark estimates sufficient to provide confiderlsat computational costs of

psBGP are reasonable, and will not be a reason to avoid deglpgBGP.

Complexity of AS_PATH Verification

Let a be the average number of external ASes with which a BGP speatablishes BGP
sessions, and the average number of ASes on an AS_PATH. A psBGP-enabled BGP
speaker needs to generate on averageique digital signatures (one per AS neighbor) for
each BGP update message it sendsrieighbors, and to verify on averaganique digital
signatures (for maximal security, i.#+1) for each BGP update message received (see
Algorithm 7). Signature verifications related to certifeeagvocation and certificate chains

are ignored here.

Complexity of AS Prefix Graph Operations

Let n be the total number of ASes on the Internéthe average number of AS neighbors,
andh the average number of prefixes assigned to an ASxzkKet be the average number
of neighboring ASes whose prefix assertions are endorsech ®ySa andy the average
number of prefixes endorsed by an AS for each such neighbaordimgly, each AS on
average has endorsing neighbors.

Thus, eachPAL (cf. 86.6.1) on average consists of: A)refix assertions, one for
each assigned prefix; 2) prefix endorsements for each endorsed neighbaf({them),
resulting inzy prefix endorsements in total; 3z null prefix endorsements, one for

each non-endorsed neighbor. Assume therezavultiASCerts. We next estimate the
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computational costs of the construction, update, and cofeag AS prefix graph in psBGP.

Note all operations mentioned here are simple databasatapes (e.g., comparison), not

computationally expensive operations such as digitalatige generation or verification.

1)

2)

3)

Complexity of AS Prefix Graph Constructi@algorithm 8). For the firstpal; re-
ceived from each AS on the Internet, an AS needs to update RASAT (s;) for

s; (lines 6-13), resulting ih{1+d[2+zy(1+2+1+1)]} operations. In addition, an
AS also needs to update the APASs;) for each ofs;’s endorsed neighbors;
(lines 14-20), resulting inl{1+h[zy(1+2+141)+1]} operations. Thus, in total
2hdzxyz+6hdxy+3hd+h+d operations are required for processing eadh, result-
ing in n(2hdxyz+6hdry+3hd+h+d) operations for constructing a complete AS
prefix graph fromn PALs.

Complexity of AS Prefix Graph Updagalgorithm 9). Consider the worst case that
an ASs; issues a newal; that is completely different from the existipg/;, i.e., all

of its prefix assertions and endorsements have changed.gbritm 9, lines 6-7
result inh operations, lines 8—11 result icy operations, lines 12—18 result 5ial
operations, lines 19-25 result if1+d[xy(1+2+1+1)]+1} operations, and lines
26-31 result ini{xzy[1+h(1+2+1+41)]} operations. Thus one update might require
in total 2hdxy z+6hdry+dry+5xy+3h+5d operations.

Complexity of AS Prefix Graph Quefalgorithm 10) When an AS receives a BGP
update message, it verifies that the origin AS is allowed twance the prefix by
comparing the announced prefix with th@refixes asserted by the origin AS, result-

ing in up toh operations for one prefix origin verification.

7.2.3 Performance Analysis of psBGP

Here we present our preliminary estimation of memory, badttwand CPU overhead, and

the analysis of certificate dynamics in psBGP. While rigarstudy has been performed by

Aiello et al. [3] on the prefix delegation stability on theémet as a whole, and by Zhao

et al.

[97, 151] on PKI impact on BGP security using simulatith is desirable to study
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certificate dynamics of a secure system and to project catifimanagement overhead on
a per-AS level. We use BGP data collected by the RouteVienjegr[116]. We retrieved
one BGP routing table the first day of each month from Janu@August 2004. Despite
known shortcomings including incompleteness of the Roige¥ data set, it is one of the
most complete data repositories publicly available, arslbdeen widely used in the BGP

community.

Memory Overhead

Four types of certificates and one AS prefix graph require nngrioos a BGP speaker to
support psBGP. We estimate the memory overhead for eaclatypthen give an estimate
of the total. While a BGP update message may carry extraatliggigned data and sigha-
tures which need to be stored temporarily, they can be diedaafter verification. Thus,
we omit their memory overhead here.

ASNUMCERTS AND SPEAKERCERTS We observed in totdl78848 ASes as of August
1, 2004. One ASNumCert is required per AS. In the worst cas&Smay need to store
the ASNumCert of every AS on the Internet; in this case$44 ASNumCerts would be
stored. As with S-BGP and soBGP, psBGP recommends use of .B@9¥3 certificate
structure which has wide industrial support. Assuming terage size of a certificate is
600 bytes [68] based on 1024-bit RSA key$,479M bytes of memory would be required
for storing17 844 ASNumCerts. The same holds for SpeakerCerts.

PALs AND MULTIASCERTS. The size ofpal;, issued by each AS;, is primarily
determined by the number of prefixes assigned,;tdhe number ofs;’s neighbors, and
the number of prefixes assigned to eachs,&f neighbors that are endorsed by While
some ASes have many neighbors, and some are delegated nefirggormany ASes have
only a small number of neighbors and are delegated a smabeuaf prefixes. Based on
the RouteViews data we use, each AS on averagel Raseighbors and is delegat@dl
prefixes. Assuming the average size oPAL is 1024 bytes (00 bytes for an X.509v3
certificate plust24 bytes for abou60 prefix assertions and endorsement3)344M bytes

of memory would be required to stot& 844 PALs, one for each AS. For MultiASCerts, a

8AS numbers used by IANA itself for experimental purposesnatecounted.
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BGP speaker needs to store one certificate for each orgamzatich owns multiple ASes.
Based on the data from Aiello et al. [3], there 888 multi-AS organizations which in total
own 1259 ASes. On average, each multi-AS organization o&B8sASes. Assuming the
average size of a MultiASCert #0 bytes,0.226M bytes of memory are required by each
AS for storing all MultiASCerts.

AS PrREFIX GRAPH. Each AS needs to construct an AS prefix graph for prefix origin
verification. The memory space required for storing an ASipigraph depends on the
data structures being used. For simplicity, we use a fixeyawonsisting ofl 7 844 entries,
one entry per AS. Each entry consists of a 16-bit AS numberadibit pointer, pointing
to a linked list of APAS sets of this AS. On average, each sinked list has 10 elements
with each of 17 bytes. Thus, each entry in the fixed array oregeeconsumes 176 bytes.
In total, an AS prefix graph requirels141M bytes memory (M%0°), using these (non-

optimized) data structures.

ASNumcCerts 10.479M Bytes
SpeakerCerts | 10.479M Bytes
PALs 17.844M Bytes
MultiASCerts 0.226M Bytes
AS Prefix Graph| 3.141M Bytes

| Total | 42.169M Bytes|

Table 7.1:psBGP memory requirements per BGP speaker

In summary, a total of2.169M bytes of memory are required by a BGP speaker for

storing all certificates and an AS prefix graph to support pRBs2e Table 7.1).

Bandwidth Overhead

Except for a small number of public key certificates of trds@As which may be dis-

tributed using out-of-band mechanisms, all other certdéisan psBGP can be distributed
with BGP update messages. The latter consumes extra nehandgidth. However, such
overhead is not persistent since those certificates only todge distributed periodically or
upon changes. We expect that such overhead is of littlefgignce and do not discuss it

further.
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The primary bandwidth overhead is introduced by digitaiyned data and signatures
carried by each BGP update message for protecting the mees$ag a fully protected
BGP route where every AS on the route digitally signs the tgpdeessage, the overhead
is mainly determined by the number of such ASes, and couldtresas much as 600%
overhead according to Kent [68]. We expect no significarfecehce between the band-
width overhead of psBGP and S-BGP. While increased bantwitrhead due to psBGP
(ore.g., S-BGP) is significant in terms of percentage, astpdiout by Kent [68], BGP
control messages only account for a small fraction of netvesandwidth versus subscriber
traffic. Thus, from our preliminary analysis, we expect thahdwidth overhead of psBGP

will not create difficulty in the deployment of psBGP.

CPU Overhead

We expect that CPU overhead of psBGP will mainly result frog RATH verification, not

AS prefix graph operations (cf.§7.2.2). A psBGP-enabled B@&aker needs to digitally
sign each BGP update message sent to each neighbor, andyseare digital signatures
carried by each BGP update message it receives and choasss tAs shown by Kent et
al. [71] in their study of S-BGP performance, such CPU ovadis significant. Especially
in the case of reboots, a BGP speaker will receive full rqptables from each of its neigh-
bors, and thus must verify a large number of digital sigreguf psBGP is implemented.
Note that an AS prefix graph need not be rebuilt since it caridred in persistent storage
and reloaded upon reboot. psBGP provides the flexibilitydéolucing the CPU overhead
resulting from digital signature verification by using a Emconfidence threshold, which
trades off security for efficiency. In other words, psBGPvinles a mechanism which al-
lows protection to be proportionally achieved in accoragate the CPU power which a
router has available to spend on signature verification. édew to achieve higher level of
assurance of AS_PATH integrity, significant CPU overhedbbegigenerated by psBGP. To
mitigate the problem, various approaches might be helpfaluding caching [71], delay

of signature verification [71], using a digital signaturgaithm with a faster verification

operation (e.g., RSA) [97], and aggregated path autheimicfL50].
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Certificate Dynamics

ASNUMCERTS AND SPEAKERCERTS. The monthly number of ASes on the Internet has
grown by an average dfo0 since January 1, 2004, with an average34f ASes added
and 157 ASes removed (see Table 6.5). When an AS number is added aveehin
psBGP, the corresponding ASNumCert must be issued or revioken RIR. Thus, five
RIRs between them must issue an averageldinew ASNumCerts and revoke an average
of 157 existing ASNumCerts per month. This would certainly apgedre manageable in
light of substantially larger PKIs existing in practicegg.see [47]). Note the issuing and
revocation of a SpeakerCert is performed by an AS, not an RIR.

PREFIX ASSERTIONLISTS (PALS). A prefix assertion lispal; must be changed (re-
moved, added, or updated) if: a) the AS numberhanges (i.e., is removed or added); b)
an IP prefix assigned tg changes; c¥;’s neighbor relationship changes, i.e., a neighbor
is removed or added; or d) an IP prefix changes which is enddrge; for one of its

neighbors. Table 7.2 depicts the dynamics of prefix assigtsne

\ \ Jan Feh Mar| Apr| May| Jun| Jull
Start of Month 148 903148 014151 174156 019157 925160 818 155 118
Stable During Month 143 200144 422146 139151 481153 171148 280151 434
Stable During Jan-Jul 119 968119 968119 968 119 968 119 968119 968 119 968
Removed During Month 5703 35920 5035 4538 4754 12538 3682
Added During Month 4814 6752 9880 6444 7647 6838 10 360

Table 7.2:IP prefix dynamics from January 1 to August 1, 2004

We study the number of prefix assertion (PA) changes reqfiredach AS based on
the two routing tables of July 1 and August 1, 2004. Each pradidition or removal is
counted once (i.e., resulting in one PA addition or remoiahe AS number of the AS
owning that prefix does not change. If an AS number is newhedddr removed) during
the month, all additions (or removals) of the prefixes owngthlat AS are counted once as
awhole. One PA change usually represents one updat@Ad.af such update is done in a
timely manner. However, an AS can choose to do multiple PAgha in one’A L update.

Table 7.3 depicts the projected PA dynamics based on thesdatat July 2004. The
total number of ASes observed during July 20048%)48, including17 884 observed on
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August 1, 2004 and64 removed during July 2004. We can see, the more ASes endorsing
an AS’s prefix assertions, the more PA changes required. dammend the scenario
n = 2, where each AS has at most two endorsing neighbors evenasintore than two
neighbors. This provides a level of redundancy in the caaedhe of the two endorsing

neighbors fails to carry out adequate due diligence.

101- over
# of PA Changes 1 2-4| 5-10f 11-30 31-100 1000 1001 Total

n=1 | #ofASes | 1497 677] 319 152 69| 26 2] 2742
(percentage)| (8.3%)| (3.8%)| (1.8%)| (0.8%)| (0.3%)| (0.1%)| (0%)| (15.2%)
n=2 | #ofASes | 1508 713 346| 187 87| 48 3 2892
(percentage) | (8.4%)|(4.0%)|(1.9%)|(1.0%)|(0.5%)|(0.2%)| (0%) |(16.0%)
n=3 | #ofASes | 1516 725 355 205 93| 54 4] 2952
(percentage)| (8.4%)| (4.0%)| (2.0%)| (1.1%)| (0.5%)| (0.3%)| (0%)| (16.4%)
n=all | #ofASes | 1424] 784] 387 233 112] 53| 30| 3023
(percentage)| (7.9%)| (4.3%)| (2.1%)| (1.3%)| (0.6%)| (0.3%)| (0.2%)| (16.7%)

Table 7.3:Projected number of ASes in absolute number, and as pegeeofall ASes, requiring
the specified number of monthly prefix assertion (PA) chamgesBGP based on July 2004 data.
We recommend row = 2 (n is the number of endorsing neighbors)

From Table 7.3, in the recommended scenarie 2, 16% of the ASes need to update
their PA Ls during the month8.4% of ASes need only one PA change in the month,
need2 to 4 PA changes, andl.9% need5 to 10 PA changes. However, a small number of
ASes need more thar0 changes, and AS 701 (UUNET) and its two endorsing neighbors
need around000 changes. In our study, if an AS chooses to endorse the prefixas
neighboring AS, it simply endorses all the prefixes assigoelat neighbor. To reduce the
number of PA changes, an AS can choose to only endorse a giiltisetprefixes assigned
to a neighbor. In this case, PA change overhead can be digdlbo some other ASes and

will be more balanced than what is shown in Table 7.3.

7.3 Overview of S-BGP and soBGP

Here we describe two leading BGP security proposals: S-B@P71] and soBGP [144],
for comparing with psBGP in §7.4.
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7.3.1 Secure BGP (S-BGP)

S-BGP makes use of two strict hierarchical PKls and otheraeisms (e.g., IPsec [69])
for securing BGP. The proposed S-BGP PKils are parallel texsing systems for the
allocation and delegation of AS numbers and IP address spgasingle Certificate Au-
thority (CA) rooted at IANA/ICANN was initially proposed fdS-BGP, but it evolved to
the multiple CAs rooted at five RIRs due to political sensipénd security considerations.
There are a number of types of certificates in S-BGP. An omgdioin X which obtains IP

address space and AS numbers directly from an RIR, is istecfdlowing certificatel

e Organization Public Key Certificates binding a public keyi, to X signed by an
authorityT’, denoted by K, X);

e Address Delegation Certificatesbinding an IP prefixf, (or more) toX signed by
an authorityl’, denoted by f,., X )r;

e AS Number Delegation Certificatedinding an AS number (or more) to X signed

by an authorityl’, denoted by(s,, X ).

To participate in the inter-domain routing; issues the following certificates or attes-

tations:

e Router Public Key Certificate binding a public key¥, to a BGP speaker, and an
AS numbers, signed byX usingK,, denoted by(K,. , {s., T} )T

e Address Attestation binding IP prefixes, or a subset off, to an AS numberg,)
signed byX, denoted by( f.., 5. )z

¢ Route Attestatior binding IP prefixed; to an AS_PATHp, (along with other path
attributes) signed by a BGP speaker For simplicity, we only consider AS_PATH
here. A Route Attestation is denoted @Y, p; ), -

9For convenience of presentation, certificate names usedrhay differ from those used in the S-BGP
literature.
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With these certificates, a BGP speaker can announce ang vewifes in S-BGP. Let
r, be a BGP speaker, representing ASwned by organizatioX . Let f, be an IP prefix
allocated toX by an RIR, and assigned by to AS s,. We use Figure 7.1 to illustrate the
route announcements and verifications in S-BGP. For siitylige assume that each AS

has only one BGP speaker, and BGP speakers are not showrfigttiee

(FlsD  (EsasD)

Figure 7.1:An example of S-BGP operation

Route Announcement

r, originates the routéf,, [s.|), signs it by generating the route attestatigp, [s,, s,]):..
and forwards them to, representing AS,,. r, verifies the received route according to S-
BGP specifications (see next paragraph). If the route vatifio succeeds,, forwards the
transformed route to, representing AS., along with the following signed information to

facilitate route verification by.:
o (fu,[52,8,])r — the signed route received from; and

o (fa,[52,5y,s:])r, — the route with updated AS_PATH and signedhy

Route Verification

Upon receiving f,, [sz, s,]), 7. performs the following verifications:

e Is the first AS on the AS_PATH, which is, in this case, authorized to originate
IP prefix f,? Prefix origin verification succeeds if there exist the feilyg valid
certificates®: (K., X)z, (fu, X)1, (82, X)7, and(fs, 5.) k., -

OFor simplicity, here we do not consider IP prefix delegatiomag organizations. For exampl&,
can delegate a prefig, which is a portion of its allocated prefik, to another organizatiol by issuing a
certification(f;, Y ) x.



7.3. OVERVIEW OF S-BGP AND SOBGP 158

e Is each AS on the AS_PATH authorized by the previous AS td&rrpropagate the
route? In this example, the question becomes, suthorized by, to further prop-
agate the route? The AS_PATH,, s, | verifies successfully if the route attestations
(fz, [52, 8y])r, @NA(f2, [54, 5y, 52])r, @re also received by, along with the route. Of
course,r, must first verify that BGP speakers andr, are authorized to represent

AS s, ands, respectively.

S-BGP is one of the earliest BGP security proposals. It piewistrong guarantee of
prefix origin authentication and AS_PATH integrity. Disadvages of S-BGP include: 1)
the proposed S-BGP PKiIs are complex and face significanbgey@nt challenges [6], and
2) AS_PATH verification is computational expensive, anduiegs S-BGP being deployed
by contiguous ASes on the path.

7.3.2 Secure Origin BGP (soBGP)

soBGP [144] proposes use of a web-of-trust model for auitestimig AS public keys and
a hierarchical structure for verifying IP prefix ownershipach AS has a public key cer-
tificate, binding an AS number with a public key, signed by msted” public key. To
bootstrap trust, a small number of “root public key certifésd are distributed using out-
of-band mechanisms. Some tier-1 ISPs and well-known atitaion service providers
(e.g., Verisign) are suggested to be candidates of trusibticpkey certificate authori-
ties. An AS with a trusted AS public key certificate (e.g.,n&d by a trusted CA) may
further sign a public key certificate for another AS, thusunaity forming a web-of-trust
model. While a web-of-trust model has strong proponentsafahenticating user public
keys within the technical PGP community [153], it would agp® be less suitable for
authenticating public keys of ASes which are identified byrAnbers strictly controlled
by RIRs; thus it is questionable if any entity other than R#Rsuld be trusted for signing
AS public key certificates.

With respect to IP prefix ownership verification, soBGP malkess of a strictly hierar-
chical structure similar to that of S-BGP. Prefix delegastmictures might be simplified

in soBGP by using ASes instead of organizations, howeviermnibt clear if it is practical to
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do so since IP addresses are usually delegated to organizatt to ASes [3]. We suggest
that soBGP, like S-BGP, also faces difficulty in tracing as of IP address ownership
in a strict hierarchical way. Thus, both S-BGP and soBGP Inaade architectural design

choices which arguably lead to practical difficulties.

7.4 S-BGP, soBGP, and psBGP Comparison

We compare the different approaches taken by S-BGP, soB@&R)sBGP for achieving
the BGP security goals listed in 86.4. Table 7.4 providesrarsary. We see that psBGP
falls somewhere between S-BGP and soBGP in several of theityeapproaches and

architectural design decisions, but makes distinct dedhgices in several others.

Goal S-BGP soBGP psBGP
G1: AS Number centralized decentralized centralized
Authentication (multiple levels) |(with trust transitivity) (depth=1)
G2: BGP Speaker one certificate one certificate one certificate
Authentication per BGP speakel per AS per AS
G3: Data Integrity IPsec or TCP MD5% IPsec or TCP MD5 | IPsec or TCP MD5
G4: Prefix Origin centralized centralized decentralized
Authentication (multiple levels) (multiple levels) | (no trust transitivity
Gb: AS_PATH Verification  full integrity plausibility stepwise integrity

Table 7.4:S-BGP, soBGP, and psBGP comparison re: achieving securitis of §6.4

7.4.1 AS Number Authentication

Both S-BGP and psBGP use a centralized trust model for atithéing AS numbers,
which is different from the web-of-trust model used by soBGRe difference between
the AS number authentication of psBGP and S-BGP is that S-BG&vs the existing
structure of AS number assignment more strictly than psBGB-BGP, an AS number
is assigned by an RIR to an organization and it is an orgaaiz#tat creates and signs a
certificate binding an AS number to a public key (thus, a téep<hain). In psBGP, an
ASNumCert is signed directly by an RIR (depth=1), and is petelent of the name of

an organization. Thus, psBGP has less certificate manageawvernead than S-BGP, re-
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quiring fewer certificates. In addition, some changes inrgamizationX may not require
revoking and reissuing the public key certificate of the ABtoalled by X . For example, if

X changes its name 6 but the AS numbes associated witkX' does not change, psBGP
does not need to revoke the ASNumGCgrt, s)7. However, in S-BGP, the public key cer-
tificates( K, X)r issued taX must be revoked, which in turn result in the revocation of all

certificates signed using,, such as router public key certificates and address aftestat

7.4.2 BGP Speaker Authentication

In S-BGP, a public key certificate is issued to each BGP speakele both soBGP and
psBGP use one common public key certificate for all speakehsnone AS. Thus, soBGP
and psBGP require fewer BGP speaker certificates (albaiiniag secure distribution of a

common private key to all speakers in an AS).

7.4.3 Data Integrity

S-BGP uses IPsec for protecting BGP session and data iytelgath soBGP and psBGP
adopt this approach. TCP MD5 [50] is supported by all threzppsals for backward
compatibility. In addition, automatic key management naggbms can be implemented

for improving the security of TCP MD5.

7.4.4 Prefix Origin Authentication

Both S-BGP and soBGP propose a hierarchical structure thoaaation of the IP address
space; however S-BGP traces how IP addresses are delegatad arganizations, while
soBGP only verifies IP address delegation among ASes. ltaappleat SoBGP simplifies
the delegation structure and requires fewer certificatesddfication; however, it is not
clear if it is feasible to do so in practice since IP addresseausually delegated between
organizations, not ASes. In psBGP, consistency checks bERA direct neighbors are
performed to verify if it is proper for an AS to originate anpkefix. Therefore, psBGP does
not involve verification of chains of certificates (insteati/img on offline due diligence).

We note that while psBGP does not guarantee perfect seairttye authorization of IP
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address allocation or delegation, as intended by S-BGP@BGR, as discussed in 86.1 it

is not clear if the design intent in the latter two can actua# met in practice.

7.4.5 AS_PATH Verification

Both S-BGP and psBGP verify the integrity of AS_PATH basedterdefinition in the
BGP specification [109]. psBGP differs S-BGP in that it useatang mechanism and a
step-wise approach for allowing a partially signed AS_PATHus, psBGP trades off the
strong guarantee of AS_PATH integrity provided by S-BGRhwitremental deployability.
In contrast, soBGP verifies the plausibility of an AS_PATHieh trades off AS_PATH

integrity with computational efficiency and possibly netlwoonvergence speed.

7.5 Discussion

Different approaches have been taken by S-BGP and soBGRiflressing security in
BGP. We believe that psBGP adopts their best features, difiezing fundamentally with

a novel approach taken to verify IP prefix assignments and?A$H integrity. As no cen-
tralized infrastructure for tracing changes in IP prefixigesents currently exists, and it
would appear to be quite difficult to build such an infrastane, we believe that the decen-
tralized approach taken by psBGP provides a more feasitd@snaf increasing confidence
in correct prefix origin. We hope that our comparison of S-B&BGP and psBGP will
help focus discussion of securing BGP on the technical sefithe various proposals, and
will serve to stimulate discussion in the Internet commyakout alternate design choices

and trust models for securing BGP.
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Chapter 8

Concluding Remarks

We start with a summary of this thesis, followed by an ovesvad our future work. We
conclude this thesis with discussions on tradeoff of ségand practicality, applicability

of information corroboration to other routing systems, arndre direction of BGP security.

8.1 Summary of this Thesis

This thesis examined security problems in the control ptafriaternet routing infrastruc-
ture, and proposed practical mechanisms for improving #oeirgy of Internet routing

protocols including RIP and BGP.

e Chapter 2 provided background information on routing perots, public key cryp-

tography, fault-tolerant systems, and Dempster-Shaéarth

e Chapter 3 reviewed related work on routing security inalgdsecurity mechanisms
for both control plane and data plane of a routing infragtmec In addition, Chapter
3 discussed two systems namely, PGP and SPF. PGP makes usdiplendigital
signatures for improving trust in the authenticity of a pakky. SPF utilizes a sepa-
rate communication channel, i.e., DNS, for establishingfidence in the correctness
of the sender address in an email message. Both systems s&ké imformation
corroboration for improving security, which is the approacvocated by this thesis

for securing routing protocols.

163
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e Chapter 4 presented a framework for securing routing pod¢odt includes a threat
model, a summary of routing protocol security goals, a pgead establishing trust
using information corroboration, and a rating mechanisnrépresenting and com-

bining belief in routing information.

e Chapter 5 proposed S-RIP for countering selected RIP thr€atr security analysis
shows that S-RIP can successfully detect fraudulent rouipdates with high prob-
ability when no two nodes are in collusion. Our simulatiosules demonstrate that
security and routing overhead in S-RIP can be well balansatuthe S-RIP rating

mechanism and two confidence thresholds.

e Chapter 6 started with a general discussion on BGP sechrggts, and followed by
an illustration of realistic risk from BGP vulnerabilitiesing Google’s May 2005
outage as a real world example. After summarizing five BGRr#g@oals, we then
presented psBGP for meeting these security goals usingmiateon corroboration
along with a PKI of simple structure and manageable size. @velty of psBGP
is that it can establish trust in the propriety of a prefix orilgy corroborating pre-
fix assertions made by the neighbors of the originating AS pfedix in question.
Thus, psBGP does not require the unrealistic assumptiorcehtal trusted author-
ity which has perfect knowledge of which IP prefixes are assigto a particular

organization or an AS.

e Chapter 7 presented our analysis of psBGP regarding itgigeccomputational
complexity, deployability, and performance. Our analydi®ws that psBGP can
successfully defeat uncoordinated attacks, it is increatigrdeployable, and its re-
source consumption (e.g., CPU and memory requirement)eaealistically met.
We also compared psBGP with S-BGP and soBGP on their appsaifrachiev-
ing five BGP security goals. psBGP differs fundamentallyrfr§-BGP and soBGP
with its novel approach for prefix origin authenticationgdanstep-wise approach for

AS_PATH verification, both of which have practical advamsg
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8.2 Future Work

Here we outline our future plan for further advancing S-Rild psBGP.

8.2.1 Future Work on S-RIP

In this thesis, we conducted simulation on two aspects offS-R potential risk of accept-
ing routing advertisements without performing consisyectoecks; and 2) S-RIP network
overhead. Our simulation results showed that both the riskcoepting malicious rout-
ing advertisements and S-RIP routing overhead are rehatioes in a random network
configured with proper S-RIP thresholds, for instance, gisime of the three partially se-
cured configurations as described in 85.7.1. As future waekplan to perform additional

simulations on S-RIP with the following objectives:

e To determine the effect of two time-out valugd (P) for a low rating and a high
rating respectively. In the simulation conducted in thissils, we use two arbitrary
values forP; and P; (i.e., P,.=P,=2 seconds). Changing these two values will have
impact on both the risk of accepting malicious routing updand S-RIP routing

overhead. Thus, it is of practical interest to determing@prwalues forP; and /.

e To study how S-RIP performs in non-random networks. In thesis, we demon-
strated that S-RIP performs consistently in several ranaetworks of different size.
These random networks have certain representations,dyuath still limited. It is of

general interest to simulate S-RIP with additional nordan network topologies.

e To study how S-RIP performs in a network with attackers whossbehaviors are
not random. In this thesis, we simulated random adversérasrandomly chose
some nodes to become malicious) with random attacks (@edamly chose some
routes and changed their distances to some random valna®gality, an attacker is
usually equipped with more information (e.g., a networkology) and can launch
more sophisticated attacks. It is interesting to furthemexe how S-RIP reacts to

smart attacks.
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8.2.2 Future Work on psBGP

In this thesis, we presented a high level design of psBGP. &fepned security analysis
and a certain operational analysis of psBGP. One future ugt& study the impact of
psBGP on the stability and convergence of the Internet. Berofuture work on psBGP
will focus on a prototype implementation, which requiresailed design of psBGP. As
a first step, we plan to define the data structures of variougicates used by psBGP,
and associated certificate management functions. The teggxissto define the formats of
new BGP path attributes, which will be used for distributpgBGP certificates, followed
by the definitions of data structures and operations ageacigith AS prefix graph (see
86.6.3). With these detailed design in place, we can stattspimplementation of psBGP
which allows for prefix origin authentication. Design andpiementation of AS_PATH

authentication will then follow.

Beyond AS_PATH integrity verification as described in 86,5t is desirable to verify
if an AS_PATH conforms to the route exporting policies of k&S on the path. Since
BGP is a policy-driven routing protocol, each AS can indinatly decide whether or not a
received route advertisement should be further propagatedeighboring AS. Such route
exporting policies are mainly defined based on the busimésanship between two ASes.
Without route exporting policy verification, a misbehaviBGP speaker (e.g., misconfig-
ured) may be able to re-advertise routes which are prokibyets route exporting policies.
For example, a multi-homed AS may re-advertise routesveddrom one provider AS to
the other, thus functioning as a transit AS for its two preved Such misbehavior may al-
low for eavesdropping and may also result in service disgsapiVe are currently exploring
mechanisms for AS_PATH route exporting policy verificatianich we expect to present

in future work.

We are also interested in contributing to IETF initiativdsmaproving inter-domain
routing security. Currently, the IETF Routing Protocol Gety (RPsec) [117] working
group is undertaking the effort of defining security reqoiemnts for BGP. At the same
time, a new IETF working group, namely Secure Inter-domaimutitg (SIDR) [122], is

being charted with the mandate of developing security mashss for BGP. psBGP was
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presented to the IETF in the SIDR Bird of Feather (BOF) sesdiaring the64!" IETF
meeting in November 2005. We plan to participate in the upoieg design work of both
RPsec and SIDR working groups.

8.3 Discussion

A main contribution of this thesis is in its first systemat&euwof information corrobora-
tion for improving confidence in the correctness of routipglates. While this approach
does not offer perfect security, it has practical advardagel we believe it is deployable
in the real world. Security must be balanced against depibiyawhich poses constraints
on the security design for any existing systems such asn@teouting protocols. A pro-
posal offering perfect security but which is not deployaislef limited value. On the
other hand, a deployable proposal offering improved albgierfect security has practical
advantages. We believe that both S-RIP and psBGP have eddedralance between se-
curity and practicality, and thus they can contribute tog&eurity improvement of Internet
routing infrastructure.

In this thesis, we applied the technique of information cbaration specifically to se-
curing RIP and BGP. However, we believe our method is apiplécan one way or another
to other routing protocols as well. While details of how imf@tion corroboration can be
applied will vary from one routing protocol to another, trentral idea remains same, i.e.,
the truthfulness of routing updates should be verified ahakrimation corroboration can
play an important role in such verification. As an example siwewed in [137] that infor-
mation corroboration can be applied to DSDV [102], which ieating protocol proposed
for emerging MANETS.

One aspect of the complexity of securing BGP arises fromaigd scale deployment
on the Internet. While it might be easier to design a new geituer-domain routing pro-
tocol from scratch, it appears impossible to completelyaesgp BGP with a new protocol.
Thus, a practical security proposal for BGP must be based@m® Bnd provide backward
compatibility with existing BGP. On the other hand, BGP haseed from a simple path-

vector routing protocol into a complex one which is used fstributing and enforcing ISP
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policies by taking into account economic and political émst{24]. Thus, it is apparent that
adding security mechanisms into BGP will introduce addiiocomplexity, which might
in turn result in instability of Internet routing infrastrture. One promising direction is
to return BGP its original simplicity by decomposing its qalexities with a new proto-
col that allows for expressing and enforcing ISP policied Bruting security requirements
[58]. This new protocol uses BGP as a transport mechanisrdistributing policy and
security related information, and provides BGP with neagssformation for validating
routing information. Another direction is to develop andyndetection technique [67] to
mitigate potential risk from BGP security vulnerabilitiésring the interim period before a

BGP security mechanism is standardized and deployed omtéenét in a large scale.



Acronyms

AfriNIC  African Network Information Centre
APAS Associated Prefixes and Support
APNIC Asia Pacific Network Information Centre
ARIN American Registry for Internet Numbers
ARQ Automatic Repeat reQuest

AS Autonomous System

ASNumCert AS Number Certificate

BGP the Border Gateway Protocol

CA certification authority

CRC Cyclic Redundancy Check

CRL Certificate Revocation List

DN Distinguished Name

DNS Domain Name System

DSR Dynamic Source Routing

DST Dempster-Shafer Theory

DV Distance Vector

ESP Encapsulating Security Payload

IAB Internet Architecture Board

IANA Internet Assigned Number Authority

IRV Inter-domain Routing Validator

169



8.3. DISCUSSION 170

IS-IS Intermediate Systems to Intermediate Systems
ISP Internet Service Provider

LACNIC Latin American Caribbean Internet Addresses Registry
LS Link State

LSA Link State Advertisement

MAC Message Authentication Code

MANET Mobile Ad-hoc Network

MITM Man-in-the-Middle

MOAS Multiple Origin ASes

NAP Network Access Point

NLRI network layer reachability information
OCSP Online Certificate Status Protocol
OSPF Open Shortest Path First

PA Prefix Assertion

PAL Prefix Assertion List

PGP Pretty Good Privacy

PKI public key infrastructure

psBGP Pretty Secure BGP

RIP Routing Information Protocol

RIPE Réseaux IP Européens

RIR Regional Internet Registry

RPsec Routing Protocol Security

S-BGP Secure BGP

SMTP Simple Mail Transfer Protocol

SNMP Simple Network Management Protocol
SIDR Secure Inter-Domain Routing

soBGP Secure Origin BGP
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SpeakerCert BGP Speaker Certificate
SPF Sender Policy Framework

SPV Secure Path Vector protocol
TMR Triple Modular Redundancy
TTL Timeto Live
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